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Fault-Tolerant Simulations
of Read/Write Objects

In preceding chapters, we have seen several types of shared objects, differing both in
their sharing patterns (i.e., how many processors can access an object) and in their
semantics (i.e., what type of operations can be applied to the object). A natural
question concerns the relative power of these objects, that is, do different types of
shared objects admit solutions to different problems?

One way to compare the power of shared object types is to simulate a shared
object of one type, the high-level type, using shared objects of another type, the
low-level type. Such a simulation implies that any algorithm that uses objects of the
high-level type will also work using objects of the low-level type, allowing one to
design algorithms assuming the more convenient high-level objects, but to run it in
a system that provides only the low-level objects, which might be a more realistic
assumption. The existence of such a simulation indicates that, at least theoretically,
the low-level type allows solutionsto the same problems that the high-level type does.

A traditional method of simulating shared objects using low-level objects is to use
critical sections (cf. Chapter 4). In this method, access to the low-level objects in
the simulation of the high-level object is guarded by a critical section and the objects
are updated in mutual exclusion. Although simple, this solution is very sensitive
to processor failures and slowdowns. A failed or slow processor that is inside the
critical section can block or delay the progress of all processors and prohibit them from
accessing the simulated shared object. Therefore, we are interested in simulations
that are wait-free, that is, such that each processor can complete an access to the
high-level object using a finite number of accesses to the low-level objects, without
depending on other processors. (A more precise definition appears below.)
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208 FAULT-TOLERANT SIMULATIONS OF READ/WRITE OBJECTS

This chapter is the first of two chapters that discuss the relationships between
various types of shared objects. In this chapter, we restrict our attention to a few
kinds of objects that can be wait-free simulated from read/write registers. Chapter 15
addresses arbitrary data types.

Throughout this chapter we are concerned solely with linearizable objects.

10.1 FAULT-TOLERANT SHARED MEMORY SIMULATIONS

In this chapter, we study how to simulate shared memory systems both on top of other
kinds of shared memory and on top of an asynchronous message-passing system, in
the presence of crash failures. We consider two ways to formalize such simulations.
In the first, we define a failure-prone version of linearizable shared memory and
require the existence of a global simulation as defined in Chapter 7. In the second,
we place an additional constraint on the definition of the simulation but keep the
original (failure free) definition of linearizable shared memory.

The definition of an (asynchronous) shared memory system that is subject to crash
failures differs from the failure-free definition in Chapter 9 (Section 9.1) in two ways.
First, the liveness condition is weakened to require responses only for invocations
by nonfaulty processors. Second, the linearizability condition must be modified.
Consider the situation in which a processor has done all the work to implement a
high-level operation but fails just before it completes the operation. Subsequent
reads will observe the result of the operation, even though it is not complete. Thus
the definition of linearizability must require that there is a permutation of all the
completed operations and some subset of the pending operations satisfying the same
properties.

Here is the definition of an f-resilient shared memory system. Inputs are invoca-
tions on the shared object, and outputs are responses from the shared object. For a
sequence of events ¢ to be in the allowable set, there must be a partitioning of the
processor indices into “faulty” and “nonfaulty” such that there are at most f faulty
processors and the following properties are satisfied:

Correct Interaction: For each processor p;, oli consists of alternating invocations
and matching responses, beginning with an invocation. This conditionimposes
constraints on the inputs.

Nonfaulty Liveness: Every invocation by a nonfaulty processor has a matching re-
sponse.

Extended Linearizability: There exists a permutation 7 of all the completed opera-
tions in & and some subset of the pending operations such that

1. For each object O, n|Q is legal, that s, it is in the sequential specification
of O; and

2. If the response of operation o occurs in ¢ before the invocation of
operation og, then o1 appears before o4 in 7
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We will be studying whether communication system Cy can simulate communi-
cation system Cs, where Cs is a shared memory system consisting of certain types of
objects and subject to f processor crashes and C; is a communication system (either
shared memory or message passing) that is also subject to f processor crashes.

Throughout most of this chapter, we will be studying the wait-free case, that is,
when f = n — 1. For this case, there is an alternative definition of a simulation of
an f-resilient shared memory system. (Exercise 10.2 asks you to show that the two
definitions are equivalent.)

Intuitively, we want the simulation not to delay faster processors on account of
slower ones. Thus we define a wait-free simulation to be a (global) simulation of one
(failure free) shared memory system by another (failure free) shared memory system
with the following additional property:

e Let o be any admissible execution of the simulation program. Let o’ be any
finite prefix of « in which some processor p; has a pending high-level operation,
that is, there is an invocation from the environment at p; without a matching
response. Then there must exist an extension of o’ consisting solely of events
by p; in which the pending operation is completed.

Another way of stating the wait-free property is that every operation is able to
complete on its own, from any point, without assistance from other processors.

Usually we will use the wait-free simulation definition when f = n — 1.

By the definition of linearizability, there exists a single point, called the lineariza-
tion point, somewhere between the invocation and response of the operation at which
the operation appears to take effect. One strategy for showing that an execution is
linearizable is to explicitly assign a candidate for the linearization point of every
simulated operation, somewhere between its invocation and response. Clearly, the
order implied by the sequence of linearization points preserves the order of non-
overlapping operations. If we show, in addition, that every read operation returns
the value of the write operation with the latest linearization point that precedes the
linearization point of the read operation, then we have shown the desired linearization
of the execution. Linearization points correspond to our intuition that each operation
“appears” to execute atomically at some point during its execution interval.

10.2 SIMPLE READ/WRITE REGISTER SIMULATIONS

In Chapter 4, we mentioned different types of read/write registers, depending on the
manner in which processors access them: single-reader or multi-reader, single-writer
or multi-writer. Registers can be further classified depending on the number of values
that can be written to them; they may be binary, with only two possible values, or
multi-valued, with any finite number of possible values.

In this section, we show that registers that may seem more complicated, namely,
multi-writer multi-reader multi-valued registers, have a wait-free simulation using
simpler registers, that is, single-writer single-reader binary registers. This simulation
is incremental, going through several stages in which the versatility of accesses
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single-writer single-writer single-writer multi-writer
single—reader:> single-reader:> multi-reader :j multi-reader
binary multi-valued multi-valued multi-valued

Fig. 10.1 Chain of constructions presented in this chapter.

increases. Figure 10.1 depicts the stages of this simulation. In this figure, an arrow
stands for a simulation of a register type from a simpler (more restricted) register
type. Actually, the binary to multi-valued construction requires that the multi-valued
register being simulated take on only a bounded number of different values. In
contrast, the other constructions depend on using building block registers that can
take on unbounded values. However, it is possible to transform these unbounded
value simulation algorithms into algorithms that only use bounded values (see the
chapter notes).

10.2.1 Multi-Valued from Binary

The basic object we consider is a single-writer, single-reader binary register, For
each register, there is a single processor (the writer) that can write to it and a single
processor (the reader) that can read from it. Only binary values can be written to a
register of this type, that is, its value is either ( or 1.

We describe how to simulate a K -valued single-writer single-reader register from
a binary single-writer single-reader register for K > 2. For simplicity, we talk
about a single register R, and two well-defined processors, a (single) reader and a
(single) writer. Such simulations can be combined to simulate multiple registers; see
Exercise 9.2.

We consider a simple approach in which values are represented in unary; that is,
to simulate the K -valued single-writer single-reader register R, we use an array of K
binary single-writer single-reader registers, B[0 . . . K — 1]. The value i is represented
by a 1 in the ith entry and 0 in all other entries. Thus the possible values of R are
{0,1,...,K - 1}.

When read and write operations do not overlap, it is simple to perform operations:
A read operation scans the array beginning with index O until it finds a 1 in some
entry and returns the index of this entry. A write operation writes the value v, by
writing the value 1 in the entry whose index is v and clearing (setting to 0) the entry
corresponding to the previous value, if different from v.

This simple algorithm is correct if we are guaranteed that read and write operations
do not overlap, but it returns incorrect responses when read and write operations may
overlap. Consider, for example, the scenario depicted in Figure 10.2 in which R
initially holds the value 3, and thus B[3] = 1 while B[2] = B[1] = B[0] = 0. In
response to a request to read the multi-valued register, the reader reads B[0] and
observes 0, then reads B[1] and observes 0, and then reads B[2]. While the reader



SIMPLE READ/WRITE REGISTER SIMULATIONS 211
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Fig. 10.2 A counterexample to simple multi-valued algorithm; the triangular markers indi-
cate the linearization points of the low-level operations.

is waiting to get the response from B[2], the writer performs a high-level write of 1,
during which it sets B[1] to 1 and clears B[3]. Then the writer begins a high-level
write of 2 and begins writing 1 to B[2]. Finally the reader gets the response from
B[2], with value 1. Now the reader returns 2 as the value of the multi-valued register.
Subsequently, the reader begins a second read on the multi-valued register; it reads
B[0] and observes 0, then reads B[1] and observes 1. Thus the reader returns 1 as
the value of the multi-valued register. Finally the writer receives the ack for its write
to B[2], and clears B[1].!
That is, the operations by the reader are

read(R, 2), read(R, 1)
in this order, whereas the operations by the writer are
write(R, 1), write( R, 2)

Any linearization of these operations must preserve the order between the read
operations as well as the order between the write operations. However, to preserve
the semantics of the register R, write(R, 2) must appear before read(R, 2), while
write( R, 1) must appear before read(R, 1) and after read(R, 2). Thus, either the
order between the read operations or the order between write operations should be
reversed.

To avoid this problem of “new-old” inversion of values, two changes are made:
(1) a write operation clears only the entries whose indices are smaller than the value
it is writing, and (2) a read operation does not stop when it finds the first 1 but makes
sure there are still zeroes in all lower indices. Specifically, the reader scans from the
low values toward the high values until it finds the first 1; then it reverses direction
and scans back down to the beginning, keeping track of the smallest index observed

! This scenario suggests another problem: if no write follows the first write, then the reader will run off the
end of the array in the first read, as it will observe zeroes in all the binary registers, causing the high-level
read to be undefined.
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Algorithm 26 Simulating a multi-valued register R from binary registers:
code for reader and writer.
Initially the shared registers B[0] through B[K — 1] are all 0,
except B[i] = 1, where ¢ is the initial value of R

1:  when read(R) occurs: // the reader reads from register
2: i:=0

3: while Bli] = 0doi:=i+1 // upward scan
4: up, v =1

5: for ¢ = up — 1 downto 0 do // downward scan
6: if Bl{] = 1thenv :=1

7: return{ 12, v)

8:  when write(R, v) occurs: // the writer writes the value v to register R
9 Blv] =1

10: fori:= v — 1 downto0 do B[i] := 0

11:  ack(R)

to contain a 1 during the downward scan. This is the value returned. The pseudocode
appears as Algorithm 26.

Clearly, the algorithm is wait-free: Each write executes at most K low-level write
operations, whereas each read executes at most 2K — 1 low-level read operations.
To show that the algorithm is correct, we need to show that each of its admissible
executions is linearizable, that is, there is permutation of the high-level operations that
preserves the order of non-overlapping operations, and in which every read returns
the value of the latest preceding write. The proof technique is to explicitly describe
an ordering of the operations that satisfies the semantics and then show that it respects
the order of operations; a similar approach was used in the proof of Theorem 9.5 in
Chapter 9.

Consider any admissible execution o of the algorithm and fix a linearization of
the operations on the low-level binary registers. Such a linearization exists because
« is admissible,

In the rest of this section, high-level operations are capitalized (e.g., Read), whereas
low-level operations are not (e.g., read). We say that a (low-level) read r of any B[v]
in o reads from a (low-level) write w to B[v] if w is the latest write to B[v] that
precedes r in the linearization of the operations on Bfv]. We say that a (high-level)
Read R in o reads from a (high-level) Write W if R returns v and W contains the
write to B[v] that R’s last read of B[v] reads from. Note that W writes the value v,
by writing a 1 in B[v], and thus a Read that returns v reads from a Write that writes
.

Construct a permutation 7 of the high-level operations in e as follows. First, place
all the Writes in the order in which they occur in «; because there is only one writer,
this order is well-defined.
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read 0 read 0 read 1
from B[u] from B[v;]  from B[v]
z v ~

|
1
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to B[v] to Blv1] to Blu]  to Blvz] to Blv]

Fig. 10.3 Scenario for proof of Lemma 10.1; dotted lines indicate low-level reads-from
relationships, and solid line indicates high-level reads-from relationship.

Consider the Reads in the order in which they occur in @; because there is only
one reader, this order is well-defined. For each Read R, let W be the Write that R
reads from. Place R in = immediately before the Write in 7 just following W. The
purpose is to place R after W and after all previous Reads that also read from W
{which have already been placed after W).

We must show that 7 is a linearization of «. First note that 7 satisfies the sequential
specification of a read write register by construction. Now we show that the real-time
ordering of operations in « is preserved in 7. For any pair of Writes, this is preserved
by construction. If a Read R finishes in o before Write W begins, then clearly R
precedes W in «, because R cannot read from a Write that starts after R ends.

To argue the two other cases, we use Lemma 10.1, which constrains the Writes
that a Read can read from in certain situations.

Lemma 10.1 Consider two values u and v withu < v. If Read R returns v and R’s
read of B(u] during its upward scan reads from a write contained in Write W, then
R does not read from any Write that precedes W .

Proof. Suppose in contradiction that R reads from a Write I/ that precedes W (see
Fig. 10.3). Let v1 be the value written by W;. Since W, writes a 1 to B[v;] and then
does a downward scan, v; > u. Also, v; < v, since otherwise W, would overwrite
W’s write to v, contradicting the fact that R reads from W.

Thus in R’s upward scan, it reads B[v; ] after B[] and before B[v]. R mustread a
0in Bluv1] since otherwise it would not return v. Consequently there must be another
write Wo, after Wy, that writes O in B[v,] before R’s read of B[v;]. Let vy be the
value written by 5. Note that v must be less than v; for the same reason that v; is
less than v.

Similarly, Wa must be followed by a Write W3 that writes vs, with ve < v3 < v,
and so on.

Thus there exists an infinite increasing sequence of integers v, vg, va, . . ., all of
which are less than ». This is a contradiction. O
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read 0 read 1
from B[v]  from B[v']
| v o
W) Wi(o) ,
< [ ~—| pax %
write 1 write 1 write O
to B[v'] to B[v] to B[v]

Fig. 10.4 Scenario for the Write-before-Read case.

We now return to verifying that s, the permutation defined above, respects the
ordering of non-overlapping high-level operations in the execution o.

Case 1: Write before Read: Suppose in contradiction that Write W finishes in
o before Read R begins but in 7, R is placed before W. Then R reads from some
Write W/ that precedes W. Let W write v and W’ write v'. Thus the value of R is
v’

First, assume v’ < v. Then W overwrites the write to B[v’] by W' before R
begins, and R cannot read from W',

Now consider the case v’ > v (see Fig. 10.4). W writes a 1 in B[v]. Since R does
not see this 1 and stop at B[v] during its upward scan, there must be a Write after W
containing a write of O to B[v] that R’s read of B[v] reads from. Then, by Lemma
10.1, R cannot read from W',

Case 2: Read before Read: Suppose in contradiction that Read R, precedes Read
Ry in « but follows Ry in 7. This inversion implies that R, reads from a Write
W) (v1) that follows the Write Wa(vy) that Ro reads from.

First, consider the case where v; = vs. Then when W) writes | to B[u], it
overwrites the 1 that W, wrote to B[vs] earlier. To be consistent with real time, the
operations on B[v;] must be linearized in the order: Wa’s write, W;’s write, Ry’s
last read, Ry’s last read. This contradicts the assumption that Rs reads from W5.

Since v1 and v, must therefore be distinct, we next consider the case where
v1 > vy (see Fig. 10.5). Since Ry reads from Wy, no write to B[v,] is linearized
between W’s write of 1 to B{vz] and Ry’s last read of B[vg]. Since R, reads from
Wy, Wi's write of 1 to B[vy] precedes R,’s last read of B[v;]. So B[va] has the
value 1 starting before R, does its last read of B[v1] and ending after R» does its last
read of B[vy]. But then R’s read of B[vy] during its downward scan would return
1, not O, a contradiction since R, returns vy, which is larger than vs.

Finally, we consider the case where v; < v» (see Figure 10.6). Since R, reads
from W1, W, s write of 1 to B[v,] precedes R ’s last read of B[v:]. Since Ry returns
va > v1, Ry’s first read of B[v;] must return 0. So there must be another Write after
W, containing a write of 0 to B[v1] that Ry’s read of B[v1] reads from. Then, by
Lemma 10.1, R cannot read from W',
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read 0 read 1 read ? read 1
from B[vs] from Blvi] from Bluvs] from Bluvs]
| | >z |

v ~z Xz |

W1 (’U] ),

| ]
{ FAN RPN N 1

write 1 write 1 write O
to Blvs] to Blv] to Blua]

Fig. 10.5 Scenario for the Read-before-Read case when vy > vs.

read 1 read 0 read 1
from Bv] from B[v/] from B[v;]

Fig. 10.6 Scenario for the Read-before-Read case when vy < ws.

Thus = is a linearization of o and we have:

Theorem 10.2 There exists a wait-free simulation of a K-valued register using
K binary registers in which each high-level operation performs O(K) low-level
operations.

10.2.2 Multi-Reader from Single-Reader

The next step we take in the simulation of general read/write registers is to allow
several processors to read from the same register; we still allow only one processor
to write the register. That is, we use single-writer single-reader registers to build a
wait-free simulation of a single-writer multi-reader register,

Let n be the number of reading processors to be supported by the multi-reader
register. A simple idea for this simulation is to use a collection of » shared single-
writer single-reader registers, Val[i], ¢ = 1,...,n, one for each reader. In a write
operation, the writer stores the new value in the registers, one after the other. In a
read operation, the read returns the value in its register. The simulation is clearly
wait-free. However, it is incorrect, that is, it has executions that are not linearizable.
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WRITE(1)
Pu ! AN {
write 1 write 1
to Val[1] to Val|2]
READ(1)
P "
read 1
from Val[1]
READ(0)
Pz ]
read O
from Val[2]

Fig. 10.7 A counterexample to the multi-reader algorithm.

Consider for example the following execution in which a new-old inversion of values
happens, that is, a later read operation returns the value of an earlier write.

Assume that the initial value of the register is 0 and that the writer, p,,, wishes to
write 1 to the register. Consider the following sequence of operations (see Fig. 10.7):

e p,, starts the write operation and begins writing 1 to Val[1].
e p; reads the value 1 from Val[1] and returns 1.
e p, reads the value 0 from Val[2] and returns 0.

¢ p, finally receives the ack for its write to Val[1], writes 1 to Val[2], and returns.

This execution cannot be linearized because the read of p; should be ordered after
the write of p,, and the read of p, should be ordered before the write of p,, ; therefore,
the read of p; should be ordered after the read of ps; however, the read of p; occurs
strictly before the read of pj.

One might be tempted to require the readers to read again and again, to use more
registers, or to require the writer to write more values. None of these fixes is correct
(see Exercise 10.3 for an example), as shown by Theorem 10.3.

Theorem 10.3 In any wait-free simulation of a single-writer multi-reader register
Jrom any number of single-writer single-reader registers, at least one reader must
write.

Proof. Suppose in contradiction there exists such a simulation for a register R in
which the readers do not write. Let p,, be the writer and p; and p; the readers of R.
Suppose the initial value of R is 0.

Since the readers do not write, the execution of the writer is unaffected by con-
current reading.

Since the registers used by the simulation are single-reader, they can be partitioned
into two sets, Sy and S, such that only the reader p; reads the registers in S; and
only the reader p; reads the registers in Ss.
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| WRITE(1) .
! > o e ~ ‘
write write write write
to wi to w; to wjt1 to wy,
READ(v})
e

Fig. 10.8 lustration of o, in the proof of Theorem 10.3.

Consider the execution « of a high-level write of 1 to R, starting in the initial

configuration. The writer p,, performs a series of low-level writes, wy, ..., wg, on
the single-reader registers. Each w; involves a register in either S or .Ss.
For each ¢ = 1,2, and each j = 0,...,k, define an alternative execution o}

obtained from « by interposing a high-level read operation by p; after the linearization
point of w; (if this write exists) and before the linearization point of w; 4 (if this
write exists). Let v;- be the value returned by this high-level read (see Fig. 10.8). That
is, we check to see what value would be returned by each reader after each low-level
write.

Since the simulation guarantees linearizability, for each i = 1, 2, there exists j;
between 1 and & such that v}.- = 0 forall j < 7 and v; = 1forall j > j;. That
is, there is a single low-level write operation that causes p; to observe the simulated
register as having changed its value from 0 to 1.

It is crucial to realize that j; cannot equal j3. The reason is that w;, writes some
register in Sy, the set of registers that p; can read. (See Exercise 10.4.) Similarly,
w;, writes some register in Sy, the set of registers that p, can read. Since S; and S7
are disjoint, j; cannot equal 7.

Without loss of generality, assume j; < j3. Let &' be an execution obtained from
« by inserting a read by p; followed by a read by p, after w;, and before w;, 4.

By definition of j; and j» and the assumption that j; < ja, p;’s read returns 1
and py’s read returns O in o’. But this contradicts the assumption that the simulation
guarantees linearizability, since p;’s read precedes py’s, yet sees the newer value. [J

To avoid the ordering problem described above, the readers write to each other
(through additional registers), creating an ordering among them. Before a reader
returns from a read operation, it announces the value it has decided to return. A
reader reads not only the value written for it by the writer, but also the values
announced by the other readers. It then chooses the most recent value among the
values it has read.

Crucial to this algorithm is the ability to compare different values and choose the
most recent one among them. We assume that registers can take on an unbounded
number of values. Therefore, the writer chooses a nonnegative integer to associate as
a sequence number, or timestamp, with each value it writes. The writer increments
the sequence number each time it wishes to write a new value. Clearly, the value
associated with the largest sequence number among a set of values is the one written
by the most recent write.
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Algorithm 27 Simulating a multi-reader register R from single-reader registers:
code for readers and writer.
Initially Report[i, j] = Val[i] = (v0,0),1 < 4,7 < n,
where vy is the initial value of R

I: when read,(R) occurs: /I reader p, reads from register R
2: (v[0], s[0]) := Val[r] // most recent value reported to p, by writer
3 fori:=ltondo

(v[z], s[z]) := Report[i,r] // most recent value reported to p, by reader p;

4: let j be such that s[j] = max{s[0], s[1], ..., s[n]}

5: for i := 1 to n do Report[r,i] := (v[j], s[j]) // pr reports to each reader p;
6: return, (R, v[j])

7. when write(R, v) occurs: /1 the writer writes v to register £
8: seq = seq + 1 // local variable seq = 0 initially
9 for i := 1 to n do Valli] := (v, seq)

10:  ack(R)

In the rest of this section, we refer to a value as a pair containing a value of the
high-level register and a sequence number.

The pseudocode for a register supporting one writer p,, and n readers p1,...,pn
appears in Algorithm 27; it uses the following shared arrays of single-writer single-
reader read/write registers:

Valli]: The value written by p,, for each reader pi, 1 <i<n.

Report]i, j]: The value returned by the most recent read operation performed by p;;
written by p; and read by p;, 1 < 4,7 < n.

Each processor has two local arrays, v and s, each of which is an (n + 1)-element
array, that hold the values and corresponding sequence numbers respectively reported
most recently by the writer and n readers.

The algorithm is clearly wait-free: Each simulated operation performs a fixed
number of low-level operations—n for a write operation and 2n + 1 for a read
operation. To prove that the simulation is correct it remains to show that every
admissible execution is linearizable.

Consider any admissible execution «. To show that « is linearizable, we have to
show that there is a permutation 7 of the high-level operations in « that preserves the
order of non-overlapping operations, and in which every read operation returns the
value of the latest preceding write.

For this algorithm, we prove linearizability by explicitly constructing =, as was
done in Section 10.2.1. We construct 7 in two steps.

First, we put in 7 all the write operations according to the order in which they
occur in «; because write operations are executed sequentially by the unique writer,
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this sequence is well-defined. Note that this order is consistent with that of the
timestamps associated with the values written.

Next, we add the read operations to 7. We consider the reads one by one, in the
order of their responses in «. A read operation that returns a value with timestamp
T is placed immediately before the write that follows (in ) the write operation that
generated timestamp 7. (If there is no such write, then it goes at the end.)

By the defined placement of each read, every read returns the value of the latest
preceding write and therefore 7 is legal.

Lemma 10.4 shows that  preserves the real-time order of non-overlapping oper-
ations.

Lemma 10.4 Let op; and op, be two high-level operations in « such that op, ends
before ops begins. Then op, precedes opy in .

Proof. By construction, the real-time order of write operations is preserved.

Consider some read operation r by p; that returns a value associated with time-
stamp 7.

Consider a write w that follows r in «. Suppose in contradiction that read r is
placed after write w in 7. Then the write w' that generates timestamp 7' must be
either w or alater write, implying that w’ occurs after r in -, which is a contradiction.

Consider a write w that precedes r in a. Since r occurs after w, r reads from
Val[i] the value written by w or a later write, by the linearizability of Val[i]. By the
semantics of max on integers and because timestamps are increasing, r returns a
value whose associated timestamp is generated by w or a later write. Thus 7 is not
placed before w in 7.

Consider a read ' by p; that follows r in a. By linearizability, p; obtains
a timestamp from Report[i] during ' that is written during = or later. Since the
timestamps are increasing integers, no timestamp written to Report[i] after r was
generated before T" was generated. Thus the max in 7 returns a timestamp that was
generated at least as recently as 7', and thus »* will not be placed before ». [

Note that the simulation of a single register requires n low-level (single-reader)
registers for communication from the writer to the readers and n{n — 1) low-level
registers for communication among the n readers.

Thus we have:

Theorem 10.5 There exists a wait-free simulation of an n-reader register using
O(n?) single-reader registers in which each high-level operation performs O(n)
low-level operations.

10.2.3 Multi-Writer from Single-Writer

The final step we make in this section is to construct a multi-writer multi-reader
read/write register from single-writer multi-reader registers. As for the previous
simulation, we assume here that the registers can hold an unbounded number of
values.
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The idea of the algorithm is to have each writer announce each value it desires to
write to all the readers, by writing it in its own (single-writer multi-reader) register;
each reader reads all the values written by the writers and picks the most recent one
among them.

Once again, the crucial issue is to find a way to compare the values written by
the writes and find the most recent one among them. To achieve this, we assign
a timestamp to each value written. Unlike the previous algorithm, in this one the
timestamps are not generated by a single processor (the single writer), but by several
processors (all possible writers). The most important requirement of the timestamps
is that they be totally ordered. Furthermore, the timestamps should reflect the order of
non-overlapping operations; that is, if a write operation completely precedes another
write operation then the first operation should get a lower timestamp.

Interestingly, we have already seen a method for creating such timestamps, in the
context of vector clocks (Chapter 6). Recall that these timestamps are vectors of
length m, where m is the number of writers, and that the algorithm for picking a
timestamp is as follows: The new timestamp of a processor is the vector consisting of
the local timestamps read from all other processors, with its local timestamp increased
by 1.

We apply lexicographic order to the vectors of timestamps; that is, two vectors are
ordered according to the relative order of the values in the first coordinate in which
the vectors differ. This is a total order extending the partial order defined for vector
timestamps in Chapter 6 (Section 6.1.3).

The m writers are py, ..., pm—~1, and all of the processors, py, ..., Pn—1, are the
readers. The pseudocode appears in Algorithm 28. It uses the following shared
arrays of single-writer multi-reader read/write registers:

TS[il: The vector timestamp of writer p;, 0 < ¢ < m — 1. It is written by p; and
read by all writers.

Valli]: The latest value written by writer p;, 0 < ¢ < m — I, together with the vector
timestamp associated with that value. Itis written by p; and read by all readers.

Clearly, the algorithm is wait-free because any simulated operation requires a
linear number of low-level operations.

To prove that the simulation is correct we have to show that every admissible
execution is linearizable. The proof is very similar to the linearizability proof of the
previous simulation.

Consider any admissible execution «. To show « is linearizable, we have to show
that there is a permutation 7 of the high-level operations in « that preserves the order
of non-overlapping operations, and in which every read operation returns the value
of the latest preceding write.

The key to the proof is the lexicographic order on timestamps. The proof of
Lemma 10.6 is left as an exercise to the reader (Exercise 10.6).

Lemma 10.6 The lexicographic order of the timestamps is a total order consistent
with the partial erder in which they are generated.
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Algorithm 28 Simulating a multi-writer register R from single-writer registers:
code for readers and writers.
Initially 78] = (0, ...,0) and
Val[i] equals the desired initial valueof R, 0 < i <m -1

1:  when read, ( R) occurs: // reader p, reads from register R, 0 < r < n
2 fori :=0tom — 1do (v[d],t[i]) := Val[s] // v and t are local
3 let j be such that t[j] = max{t[0],...,¢[m ~ 1]}  // lexicographic max
4 return, ( R, v[;])

S:  when write,, { R, v) occurs: // writer p,, writes v toregister B, 0 < w <m — 1
6. ts := NewCTS() // ts is local
7 Vallw] := (v, ts) /I write to shared register
8: ack, (R)

9: procedure NewCTS,,{): /I writer p,, obtains a new vector timestamp
10: fori:=0tom —1do

11: Itsi] := TS[7].[4] /1 extract the ith entry from 7§ of ith writer
12: lesfw] = les[w] + 1 // increment own entry
13: TS[w] := lts /f write to shared register
14: return Its

Inspection of the pseudocode reveals that the values written to each 7' variable are
written in nondecreasing lexicographic order, and therefore we have the following
lemma:

Lemma 10.7 For each i, if vector timestamp VT, is written to Val[i] and later vector
timestamp VT, is written to Val[i), then VT < VT,

The candidate linearization order 7 is defined in two steps, in a manner similar to
that in Section 10.2.2.

First, we put into 7 all the write operations according to the lexicographic ordering
on the timestamps associated with the values they write. Second, we consider each
read operation in turn, in the order in which its response occurs in «v. A read operation
that returns a value associated with timestamp VT is placed immediately before the
write operation that follows (in 7) the write operation that generated V7.

By the defined placement of each read, = is legal, since each read returns the value
of the latest preceding write.

Lemma 10.8 shows that 7 preserves the real-time order of non-overlapping oper-
ations.

Lemma 10.8 Let op; and opy be two high-level operations in o such that op, ends
before opy begins. Then op; precedes op; in .

Proof. By construction and Lemma 10.6, the real-time order of write operations is
preserved.
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Consider a read operation, », by p; that returns a value associated with timestamp
VT.

Consider a write w that follows » in a. Suppose in contradiction that read r is
placed after write w in w. Then the write w’ that generates timestamp V1" must be
either w or a later write, implying that w’ occurs in « after 7, a contradiction.

Consider a write w by p; that precedes r in . Since r occurs after w, r reads
from Val[j] the value written by w or a later write, by the linearizability of Val[j].
By the semantics of max on vectors of integers and Lemma 10.6, r returns a value
whose associated timestamp is generated by w or a later write. Thus = is not placed
before w in .

Considera read 7 by p; that follows 7 in . During r, p; reads all Val variables and
returns the value whose associated timestamp is the lexicographic maximum. Later,
during +/, p; does the same thing. By Lemma 10.7, the timestamps appearing in
each Val variable are in non-decreasing lexicographic order, and thus by Lemma 10.6
the timestamps are in non-decreasing order of when they were generated. Thus +/
obtains timestamps from the Val variables that are at least as recent as those obtained
by . By the semantics of max on vectors of integers, the timestamp associated with
the value returned by ’ is at least as recent as the timestamp associated with the value
returned by r. Thus »’ is not placed before 7 in . |

Note that the construction of a single register requires O(m) low-level (single-
writer) registers, where /m is the number of writers.
Thus we have:

Theorem 10.9 There exists a wait-free simulation of an m-writer register using
O(m) single-writer registers in which each high-level operation performs O(m)
low-level operations.

10.3 ATOMIC SNAPSHOT OBJECTS

The shared objects we have seen so far in this chapter allow only a single data item to
be accessed in a memory operation, although they allow several processors to access
it (for reading, writing, or both). We now turn to atomic snapshot objects—shared
objects partitioned into segments. Each segment belongs to a different processor
and is written separately, but all segments can be read at once by any processor. In
this section, we present a wait-free simulation of an atomic snapshot object from
bounded-size read/write registers.

As we shall see (e.g., in Chapter 16), the ability to read all segments atomically
can simplify the design and verification of shared memory algorithms. Because they
can be simulated from read/write registers, there is no loss of generality in assuming
the existence of atomic snapshot objects.

The sequential specification of an atomic snapshot object provides two kinds of
operations foreach user¢, 0 < i< n-—L:
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s A scan; invocation whose response is return;(V), where V' is an n-element
vector called a view (with a value for each segment), and

¢ An update;{d) invocation whose response is ack;, where d is the data to be
written to p;’s segment

A sequence of scan and update operations is in the allowable set if and only if, for
each V returned by a scan operation, V[7] equals the parameter of the latest preceding
update; operation, for all i. If there is no preceding update; operation, then V{¢] equals
the initial value of p;’s segment of the object.

We describe a simulation of an atomic snapshot object from single-reader, single-
writer read/write registers of bounded size.

The main idea of the scan is to collect (i.e., read) all the segments twice; this is
called a double collect. If no segment is updated during the double collect, then the
result of each collect is clearly a snapshot, as no updates occur in between the two
collects. When a successful double collect occurs, the scan can return; this is the crux
of the algorithm. There are two difficulties in implementing this idea: how to tell if
the segments have been updated and what to do if the segments have been updated.

Assimple way to solve the first problem is to include an (unbounded) sequence num-
ber with the data item in each segment (see the chapter notes). A more space-efficient
solution is to employ a handshaking mechanism. The handshaking mechanism is not
powerful enough to indicate precisely how many changes have been made; instead,
it can indicate whether at least one change has been made to a segment or whether at
most one change has been made.

To solve the problem of what to do if a change to a segment is observed, we show
that if a scanner observes several changes in the segment of a specific updater then
the updater has performed a complete update during the scan. We embed a scan
operation at the beginning of the update; the view obtained in this scan is written
with the data. The scanner returns the view obtained in the last collect. As we prove
below, this view is an allowed response for this scan.

10.3.1 Handshaking Procedures

We now describe the general method of handshaking that provides two properties
that are crucial to the correct operation of the atomic snapshot algorithm.

Consider a fixed ordered pair of distinct processors (p;, p;). Four procedures are
defined for this ordered pair?: tryHS;, tryHS;, checkHS;, and checkHS;. The proce-
dures interact via two shared single-reader, single-writer binary read/write registers,
called the handshaking bits: h;, which is written by p; and read by p;, and 4;, which
1s written by p; and read by p;. Processor p; tries to handshake by modifying its
own bit to make the two bits equal, whereas p; tries to make the bits unequal. Then
pi checks whether a handshake occurred (informally, whether p; tries to handshake

2The atomic snapshot algorithm only uses three of the procedures; for generality we include the fourth
one.
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Algorithm 29 Handshaking procedures for the ordered pair of processors (p;, p;).

1:  procedure tryHS;(): /l p; tries to handshake
2 hy = hj // by trying to make the bits equal
3 return

4. procedure tryHS;(): /! p; tries to handshake
5 h; == —h; // by trying to make the bits unequal
6: return

7. procedure checkHS;(): /1 p; checks whether a handshake occurred

&: return (h; # h;)

9: procedure checkHS;(): /1 p; checks whether a handshake occurred
10: return (h; = h;)

between the time of p;’s last handshake try and the check) by testing whether the
bits are unequal. To check whether a handshake occurs, p; tests whether the bits are
equal.

The pseudocode for the handshaking procedures appears in Algorithm 29. To
make the code more readable, it appears as if both processors read each bit, but
because each bit is single-writer, the writer can simply remember in a local variable
what it last wrote to the bit.

Consider an admissible execution containing multiple calls to the handshaking
procedures and a fixed linearization of the read and write operations embedded in the
procedures. In the sequel we refer to these operations as occurring before, after, or
between other operations with respect to this linearization. The properties we wish
to have are {(cf, Fig. 10.9):

Handshaking Property 1: If acheckHS; returns true, then there exists a tryHS; whose
write occurs between the read of the previous tryHS; and the read of the
checkHS;. The same is also true with 7 and j reversed.

Handshaking Property 2: If a checkHS; returns false, then there is no tryHS; whose
read and write occur between the write of the previous tryHS; and the read of
the checkHS;. The same is also true with 7 and j reversed.

Note that Handshaking Property 2 is not quite the negation of Handshaking Property 1;
this uncertainty is the weakness mentioned earlier in our discussion of the mechanism.

The following theorem proves that the handshaking properties above are ensured
by the procedures of Algorithm 29.

Theorem 10.10 Consider any execution of the handshaking procedures that is cor-
rect for the read/write registers communication system, in which only the handshaking
procedures alter the handshaking bits. Then the procedures satisfy the handshaking
properties.
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Fig. 10.9 Demonstrations for Handshaking Properties 1 (a) and 2 (b): Triangles indicate
linearization points of low-level operations.

Proof. We prove the handshaking properties as stated; the proofs when 7 and j are
reversed are left as an exercise (cf. Exercise 10.7).

Handshaking Property 1: Suppose a call to checkHS; returns true. Then p;
observes the bits to be unequal, that is, its read of h; returns the opposite of what was
written to h; in the preceding tryHS;. Without loss of generality, suppose p; reads h;
to be 1 in the checkHS;, while A; is 0. Then in the preceding tryHS;, p; wrote a O to
h; because it observed h; to be 0. Thus there must be a call to tryHS; whose write to
h; (changing it from O to 1) is linearized between the specified points.

Handshaking Property 2: Suppose a call to checkHS; returns false. Then p;
observes the bits to be equal, that is, its read of h; returns the same value that was
written to A; in the preceding tryHS;. Without loss of generality, suppose this value
is 0. Suppose in contradiction there is a call to tryHS; whose read and write occur
between the specified points. In particular, the read of 4; in tryHS; follows the prior
tryHS;, and will return O; hence, 1 will be written to 4; in tryHS;. Any subsequent
calls to tryHS; in that interval will do the same. But then the read of A; in checkHS;
returns 1, not 0, a contradiction. I

10.3.2 A Bounded Memory Simulation

For each processor p; acting as a scanner and each (distinct) processor p; acting
as an updater, we have a separate handshaking mechanism in the atomic snapshot
simulation, denoted by the ordered pair (p;, p;). The first entry in the pair indicates
the scanner, and the second indicates the updater. Thus we need a way to distinguish
the procedure names and the variable names so that, for instance, the variables for the
pair (p;, p;) will be distinct from those for (p;, p;) and so that the procedure names
will not be confused. We will use the superscript (1, 3) on the procedure and variable

names for the ordered pair (p;, p;), for example, h( 4) and checkHS( ),

A scanner tries to handshake with all the other processors, then does the double
collect, and then checks the handshakes with all the other processors. Because
handshaking and collecting, on the scanner’s side, and writing and handshaking, on
the updater’s side, are done in separate operations, an update to some segment may
not be observed (see Fig. 10.10). To differentiate two consecutive updates to the



226 FAULT TOLERANT SIMULATIONS OF READ/WRITE OBJECTS

Puw oo N e v v
write
to segment tryHS,
Pi N7 VA A o
tryHS; read read checkHS;
i)

Pw'Ssegment  p,’s segment

Fig. 10.10 Why toggle bits are needed.

same segment, we include a bit with the data of each segment, which the updater
toggles in each update.

The scanner, p;, repeatedly tries to handshake, double collects, and checks for
handshakes until it observes three changes in the segment of some processor p;. The
implication of observing three changes in p;’s segment is that p; has performed a
complete update during p;’s scan. We alter the update code to first perform a scan
and then include the view returned by the scan with the data and toggle bit. The
scanner p; returns the view obtained from p; in the last collect.

The pseudocode appears as Algorithm 30. Each processor p; has a local array
shook[0 . . .n — 1], which counts, for each updater p;, the number of times p; was
observed by p; to have tried to handshake with p;.

The following lemmas are with respect to an admissible execution « of Algo-
rithm 30. When we refer to a scan execution, we mean the execution of the procedure
scan inside either a scan or an update operation.

Lemma 10.11 explains how the condition in Line 15 “catches” an intervening
update operation.

Lemma 10.11 If, during some execution by p; of Line 15 in the scan procedure, the
condition returns true for some j, then p; executes either Line 6 or the write of the
handshake with p; in Line 7 between the previous execution in Line 12 of the read of

tryHS?’j ) and this execution of Line 15.

Proof. The condition in Line 15 is true for j either because a[j).toggle # b[j].toggle
or because checkHSg(“’J ) returns true. In the first case, p; writes to Segment[j] (Line 6)
during p;’s doublecollect (Lines 13-14). In the second case, Handshaking Property 1

implies that there has been a write of tryHSE-"j ) (Line 7) since the read of the previous
tryHs() (Line 12). O

Note that a scan execution can either return a view in Line 18, in which case it
is called a direct scan, or borrow a view, in Line 16, in which case it is called an
indirect scan. Lemma 10.12 indicates why it is reasonable for an indirect scan to
borrow the view returned by another scan.

Lemma 10.12 Anr indirect scan returns the view of a direct scan whose execution is
enclosed within the execution of the indirect scan.
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Algorithm 30 Wait-free atomic snapshot object simulation from read/write
registers: code for processor p;, 0 < i< n—1.

Initially Segment[i].data = v;, Segment{i].view equals {(vg, . .., ¥n—1),
where v; is the initial value of p;’s segment,
and (local) shook[j] = 0, forall j

1:  when scan; () occurs: // scan; is an input event
2 view := scan() // scan is a procedure; view is local
3 return; (view) // return; is an output event
4:  when update; (d) occurs: /l processor p; updates its segment to hold &
5 view := scan()
6: Segment[i] := (d, view, —~Segmeni[i].toggle) // flip the toggle bit
7: forall j # i do tryHsP)() // handshake with all scanners
8: ack;
9: procedure scan() :
10: for all j # i do shook[j] := 0 /1 shook is local
11: while true do
12: forall j # ido tryHSf;i’j) ] /{ handshake with all updaters
13: for all j # i do a[j] := Segment[j] // first collect
14: for all j # i do b[j] := Segment[]] // second collect
15: if, for some j # 1, checkHSEi’j)()

or (a[j].toggle # b[j].toggle) then /l update progress observed
16: if shook[j] = 2 then return(b[j].view) // indirect scan
17: else shook[j] := shook{j] + 1
18: else return((b[0].data, . . ., b[n — 1].data)) // direct scan

Proof. Let p; be the processor that executes the indirect scan. Assume that the
indirect scan borrows a view to return from processor p;. Thus p;’s indirect scan
evaluates the condition in Line 15 to be true for j three times. By Lemma 10.11, p;
performs Line 6 or Line 7 in three distinct intervals; hence, p; performs Line 6 or
Line 7 three different times. It follows that the third execution by p; of Line 6 or 7
is part of an update; operation that starts after p;’s scan starts. The reason is that a
single update operation can cause the condition in Line 15 to be true twice, first in
Line 6 and then in Line 7. Thus the scan embedded in that update; operation, which
provides the borrowed view, is enclosed within the execution of the indirect scan of
pi

If that embedded scan is direct, we are done. If not, then this argument can be
applied inductively, noting that there can be at most n concurrent operations in the
system. Hence, eventually the embedded scan is direct, and the result follows by the
transitivity of containment of the embedded scan intervals. |



228 FAULT-TOLERANT SIMULATIONS OF READ/WRITE OBJECTS

Because the execution o is correct for the read/write registers communication
system, the reads and writes on the Segment[:] shared registers are linearizable. For
each configuration C}, in @, define the actual value of the snapshot object to be the
vector {dy, . . ., d..1), where d; is the first parameter of the latest write by processor
p; to Segment[i} (in Line 6) that is linearized before Cj. If there is no such write,
then d; is the initial value of Segment[i].data.

A direct scan has a successful double collect when the test in Line 15 is false for
all j. That is, no processor is observed to make progress in between the two collects
in Lines 13 and 14. Lemma 10.13 proves that the values returned by a direct scan
constitute a “snapshot” after the first collect of the successful double collect.

Lemma 10.13 A direct scan in o returns the actual value of the atomic snapshot
object in the configuration immediately following the last read in the first collect of
the successful double collect.

Proof. Suppose p; performs a direct scan. Let p; be any other processor.

Consider the behavior of p; during the final execution of the while loop (Lines 11—
18). Let s; be the tryHSf»w ) execution in Line 12. Let r;, be the linearization point of
the last read in the first collect (Line 13). Let r, be the linearization point of the read
of Segment(j] in the second collect (Line 14). Let ¢; be the checkHS{"?) execution
in Line 15.

Since the direct scan returns the value read at ro, we must show that no write to
Segment[j] is linearized in between ry and 7.

Since ¢; returns false, Handshaking Property 2 implies that there is no complete
tryHS; execution between the point of s; and the point of ¢;. Thus at most one write
to Segment[j] can take place in that interval. If there were one such write, and it took
place between r; and rg, then it would cause the toggle bit to change between the
reads of Segment[j] in the two collects. This contradicts the fact that the if condition
in Line 15 was false. O

To prove linearizability, we identify a linearization point for each operation, inside
itsinterval, in a way that preserves the semantics of the snapshot object. The proposed
linearization for the scan and update operations in « is the result of ordering the
operations according to these linearization points.

A scan operation whose embedded call to procedure scan is direct is linearized
immediately after the last read of the first collect in the successful double collect.
A scan operation whose embedded call to procedure scan is indirect is linearized at
the same point as the direct scan whose view is borrowed. Lemma 10.12 guarantees
that such a direct scan exists and is entirely contained in the interval of the scan
operation. Thus all scan operations are linearized inside their intervals. Furthermore,
Lemma 10.13 implies:

Lemma 10.14 Every scan operation returns a view that is the actual value of the
atomic snapshot object at the linearization point of the scan.

An update operation by p; is linearized at the same point in the execution as its
embedded write to Segment[:]. By Lemma 10.14, data values returned by a scan



SIMULATING SHARED REGISTERS IN MESSAGE-PASSING SYSTEMS 229

operation are simultaneously held in all the registers at the linearization point of
the operation. Therefore, each scan operation returns the value for the ith segment
written by the latest update operation by p; that precedes it in the linearization.

This completes the proof of linearizability, and leaves only the wait-free require-
ment. Each unsuccessful double collect by p; can be attributed to some j, for which
the condition in Line 15 holds. By the pigeonhole principle, in 2n + 1 unsuccessful
double collects three are attributed to the same j. Two of these double collects will
increment shook;[j] to 1 and then 2 (in Line 17), and the third will borrow an indirect
view from p; (in Line 16).

Hence scan operations are wait-free, because the tryHS and checkHS procedures
are wait-free. This, in turn, implies that update operations are wait-free. The same
argument shows that each high-level operation performs O(n?) low-level operations.

Theorem 10.15 There exists a wait-free simulation of an atomic snapshot object
using readfwrite registers.

10.4 SIMULATING SHARED REGISTERS IN MESSAGE-PASSING
SYSTEMS

The last simulation we present in this chapter shows how to take algorithms designed
for shared memory systems and run them in asynchronous message-passing systems.
If we are not concerned with failures or slowdowns of processors, then the methods
of Chapter 9 can be used to simulate read/write registers {e.g., the algorithm of
Section 9.3.1). However, these methods are based on waiting for acknowledgments
(in the underlying total broadcast algorithm) and hence are not resilient to failures.

We describe a simulation of a single-reader single-writer read/write register by n
processors, in the presence of f failures, where f < n/2. The simulated register
satisfies the definition of f-resilient shared memory. The simulation can be replicated
to provide multiple shared registers.

When there are failures in a message-passing system, a processor cannot be sure
that another processor will receive a message sent to it. Moreover, it cannot wait
for an acknowledgment from the receiver, because the receiver may fail. To provide
tolerance to f < n/2 failures, we use all the processors, not just the designated reader
and writer of the register, as extra storage to help with the simulation of each shared
register. In order to be able to pick the latest value among those stored at various
processors, the values are accompanied by a sequence number.

Consider a particular simulated register. When the writer wants to write a value to
this register, it increments a local counter to produce a sequence number and sends
a (newval) message containing the new value and the sequence number to all the
processors. Each recipient updates its local copy of the register with the information,
if the sequence number is larger than what it currently has; in any event, the recipient
sends back an (ack) message. Once the writer receives an (ack) from at least | 5 | +1
processors, it finishes the write. Because n > 2f, it followsthat [ % |+1 < n— f, and
thus, the writer is guaranteed to receive responses from at least that many processors.



230 FAULT-TOLERANT SIMULATIONS OF READ/WRITE OBJECTS

When the reader wants to read the register, it sends a (request) message to all the
processors. Each recipient sends back a {value) message containing the information
it currently has. Once the reader receives a (value) message from at least | 3] +
1 processors, it returns the value with the largest sequence number among those
received.

Each read and write operation communicates with a set of at least %] + 1
processors, which is a majority of the processors. Thus there is at least one processor
in the intersection of the subsets for each read and write operation. This intersection
property guarantees that the latest value written will be obtained by each read.

To overcome potential problems caused by the asynchrony of the underlying
message system, both the reader and writer maintain a local array status[0..n — 1], to
manage the communication; status(j] contains one of the following values:

not sent: The message for the most recent operation has not yet been sent to p;
(because p; has not acknowledged a previous message).

not_acked: The message for the most recent operation has been sent to p; but not
yet acknowledged by p;.

acked: The message for the most recent operation has been acknowledged by p;.

In addition, an integer counter, num_acks, counts the number of responses received
so far during the current operation.

The pseudocode for the writer and reader appear as Algorithms 31 and 32, re-
spectively; the code common to all processors appears as Algorithm 33. To avoid
cluttering the code, the register name is not explicitly included; however, we do need
a separate copy of all the local variables for each simulated register, and the register
name should be a parameter to the high-level event names.

To prove the correctness of the algorithm, consider an arbitrary admissible exe-
cution of the algorithm. The next two lemmas show that the status variables ensure
that the responses received were indeed sent in reply to the message sent during the
current read or write operation.

Lemma 10.16 When a write operation completes, at least | 3 | 4 1 processors store
a value in their copy of the variable last whose sequence number equals the sequence
number of the write.

Proof. Choose any processor p;. The following facts about the writer py, ’s status[ ]
variable can be verified by induction.

o If status(j] equals acked, then no message is in transit from p,, to p; or vice
versa.

o If status[j] equals not_acked, then exactly one message is in transit from p,, to
pj or vice versa, either (newval) or {ack). Furthermore, if it is (newval), then
the data in the message is for p,,’s most recent write.
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Algorithm 31 Read/write register simulation by message passing:
code for processor p,,, the (unique) writer of the simulated register.

Initially status{j] equals acked for all j, seq equals 0, and pending equals false

1:  when write,, (v) occurs: // processor p,, writes v to the register
2: pending = true

3: seq 1= seq + 1

4: num_acks := 0

5: for all j do

6: if status(j] = acked then // got response for previous operation
7: enable send,, (newval, (v, seq)) to p;

8: status(j] = not_acked

9: else status(j] := not.sent

10: when (ack) is received from p;:

11 if not pending then status[j] := acked // no operation in progress
12: else if status|j] = not_sent then // response to a previous message
13: enable send,, (newval, (v, seq)) to p;

14 status[j] = not.acked
15: else // response for the current operation
16: status[j] := acked
17: num_acks 1= num_acks + 1
18: if num_acks > | 5] + 1 then // acks received from majority
19: pending .= false
20: enable ack,,

o If starus[j] equals not_sent, then exactly one message is in transit from p,, to
p; or vice versa, either (newval) or (ack). Furthermore, if it is {(newval), then
the data in the message is for a write prior to the most recent one.

Then num_acks correctly counts the number of acks received for the current write,
and each one indicates that the sending processor has set its variable /ast to the data
for the current write. O

Lemma 10.17 can be proved in a very similar way (see Exercise 10.8).

Lemma 10.17 When a read operation completes, the reader has received a (value)
message from atleast | 5 |+ 1 processors containing the value of the sender’s variable
last at some point since the read began.

Lemma 10.18 deals with the ordering of the value returned by a read operation
and the value written by a write operation that completely precedes it.

Lemma 10.18 If write operation w completes before read operation r starts, then
the sequence number assigned to w (in Line 3) is less than or equal to the sequence
number associated with the value returned by r (cf. Line 15).
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Algorithm 32 Read/write register simulation by message passing:
code for processor p,, the (unique) reader of the simulated register.

Initially status]j] equals acked for all j, seq equals 0, and pending equals false

1:  when read, () occurs: /! processor p,. reads from the register
2: pending = true

3: num_acks := 0

4: for all 5 do

5: if status(j] = acked then // got response for previous operation
6 enable send, (request) to p;

7: statusj] := not_acked

8: else status[j] := not_sent

9:  when (value,(v, s)) is received from p;:

10: if not pending then status[j] := acked // no operation in progress
1L else if status[j] = not_sent then // response to a previous message
12: enable send, (request) to p;

13: status|j] := not_acked

14: else // response for the current operation
15: if s > seq then { val := v; seq:= 5 } // more recent value
16: status[j] := acked

17: num_acks := num_acks + 1

18: if num_acks > | % | + 1 then /I acks received from majority
19 pending = false

20: enable return,. (val)

Proof. Let z be the sequence number of w. By Lemma 10.16, when w ends, at
least | 3| 4 1 processors store data in their copies of the variable last with sequence
number z. Call this set of processors S,,. By Lemma 10.17, when r ends, it has
received at least | % | + 1 messages from processors containing the values of their
copies of the variable last at some point since r began. Call this set of processors S,.
Since n is the total number of processors, Sy, and S, have a nonempty intersection.
See Figure 10.11.

Let p; be some processor in their intersection. Since the sequence number in p;’s
variable last; never decreases, the sequence number reported by p; to the read = is at
least z, and the lemma follows. O

Obviously, each read returns a value written by some write that began before the
read ended. Since the sequence numbers of writes are strictly increasing, we have:

Lemma 10.19 If write operation w starts after the completion of read operation
7, then the sequence number assigned to w is greater than the sequence number
associated with the value returned by r.

Finally, we can prove (see Exercise 10.9):
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Algorithm 33 Read/write register simulation by message passing:
code for every processor p;, 0 < 1 < n — 1, including p,, and p,.

Initially last equals (vg, 0), where vy is the initial value of the simulated register

1:  when (newval,(v, s)) is received from p,,:

// v is more recent than current value
2: last := (v, s)
3 enable send; {ack) to p,,

4:  when {request) is received from p,:
5 enable send; (value,last) to p,

Lemma 10.20 If read operation r1 occurs before read operation rs, then the se-
quence number associated with the value returned by v, is less than or equal to the
sequence number associated with the value returned by r5.

These three lemmas prove that the algorithm is correct (see Exercise 10.10). Each
invocation of a read or write operation requires sending one message to a majority of
the processors and receiving their responses. Clearly, at most 272 messages are sent
as the result of each invocation of an operation. Moreover, if each message takes at
most one time unit, then the existence of a nonfaulty majority implies that the time
complexity is O(1).

Theorem 10.21 If f < n/2, then there exists a simulation of a single-reader single-
writer read/write register for n processors using asynchronous message passing, in
the presence of f crash failures. Each register operation requires O(n) messages
and O(1) time.

What happens if we have multiple readers? It can be shown that new-old in-
versions, similar to those described in Section 10.2.2, can occur when there are
concurrent read operations (Exercise 10.11). One solution is to employ Algorithm 27
(see Exercise 10.12). However, this requires another layer of sequence numbers and
increases the time and message complexity.

Fig. 10.11 lustration for the proof of Lemma 10.18.
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An alternative, more optimized, approach is to piggyback on the sequence numbers
already used in our algorithm. The only modification we need to make is to have
a reader communicate the value it is about to return to a majority of the processors
(in a manner similar to the algorithm performed by the writer). This way, any read
operation that starts later will observe a larger timestamp and return a later value.

Once we have multi-reader registers, we can then use Algorithm 28 to build muliti-
writer registers in the message passing model. We can also simulate atomic snapshot
objects in message passing.

We conclude this section by proving that the requirement that f < n/2 is neces-
sary, that is, if more than half the processors may fail then read/write registers cannot
be simulated in message passing.

Theorem 10.22 In any simulation of a single-reader single-writer read/write register
Sfor n processors using asynchronous message passing, the number of failures f must
be less thann/2.

Proof. Suppose in contradiction there is such a simulation A withn < 2f. Partition
the set of processors into two sets Sy and Sy, with |Sp| = {n/2] and |5,| = |n/2].
Note that both sets have size at most f.

Consider an admissible execution cg of A in which the initial value of the simulated
register is 0, all processors in Sy are nonfaulty, and all processors in S; crash initially.
Suppose processor pg in Sy invokes a write operation with value 1 at time 0 and no
other operations are invoked. Since the algorithm must tolerate up to f failures, py’s
write operation will eventually finish at some time ;.

Consider a second admissible execution «r; of A in which the initial value of the
simulated register is 0, all processors in Sy crash initially, and all processors in Sy
are nonfaulty. Suppose processor p; in S; invokes a read operation at time {5 + 1 and
no other operations are invoked. Since the algorithm must tolerate up to f failures,
p1’s read operation will eventually finish at some time ¢; and, by linearizability, will
return the value 0.

Finally, consider an admissible execution @ of A that is a “merger” of g and ;.
In more detail, processors in S experience the same sequence of events up through
time #; as they do in «g, while processors in S; experience the same sequence of
events up through time ¢; as they do in «;. There are no failures in 3, but messages
that are sent between the two groups have their delivery delayed until after time ;.
Since p; cannot distinguish between «y and f, it still returns 0 for its read. However,
this violates linearizability, since the latest preceding write (the write by pg) has the
value 1. 0

Exercises

10.1 Expand on the critical section idea for simulating shared memory {in a non-
fault-tolerant way).
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Show that the two definitions of wait-free simulation discussed in Section 10.1
are equivalent.

Suppose we attempt to fix the straw man multi-reader algorithm of Sec-
tion 10.2.2 without having the readers write, by having each reader read the
array B twice. Show a counterexample to this algorithm.

In the proof of Theorem 10.3, show that w;, must be a write to a register in
S;,fori=1,2.

Does there exist a wait-free simulation of an n-reader register from single-
reader registers in which only one reader writes, when n > 27

Does there exist such a simulation for n > 2 readers in which only n — 1
readers write?

Prove Lemma 10.6.

Prove the properties in Theorem 10.10 when ¢ and j are reversed.

Prove Lemma 10.17.

Prove Lemma 10.20.

Prove Theorem 10.21.

Construct an execution in which multiple readers run the simulation of a single-
writer single-reader register in the message-passing model (Section 10.4) and
experience a new-old inversion.

Show how to combine Algorithm 27 and the simulation of a single-writer
single-reader register from message passing (Section 10.4) to obtain a simu-
lation of a single-writer multi-reader read/write register in a message-passing
system with f failures, f < 2n. What are the message and time complexities
of the resulting algorithm?

Show a direct simulation of a single-writer multi-reader register from message
passing extending the algorithm of Section 10.4, without using an extra layer
of sequence numbers. Prove the correctness of this algorithm.

Chapter Notes

This chapter concentrated on the simulation of read/write objects from other, lower-
level, read/write objects and from asynchronous message passing.

The original definitions of different types of registers based on their sharing
patterns were proposed by Lamport [158, 159]. Lamport also defined weaker types
of registers, called safe and regular. Loosely speaking, safe registers are guaranteed
to return correct values only for read operations that do not overlap write operations;
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regular registers guarantee that a read operation returns a *“current” value but do not
prohibit new-ald inversions between reads.

The general notion of linearizability was extended to wait-free algorithms by
Herlihy [134]. Algorithm 26, the simulation of the multi-valued register from binary
registers, is due to Vidyasankar [257]. Algorithm 27, the unbounded multi-reader
algorithm, is due to Israeli and Li [140]. Algorithm 28, the unbounded multi-writer
algorithm, is due to Vitanyi and Awerbuch [258].

The unbounded timestamps used in the algorithms for simulating multi-reader
registers and multi-writer registers can be replaced with bounded timestamps using
ideas of Dolev and Shavit [98] and Dwork and Waarts [102]; see Chapter 16 of [35]
for details.

Other simulations of multi-valued registers from binary ones appear in Chaudhuri,
Kosa, and Welch [76]. Bounded simulations of multi-reader registers were given by
Singh, Anderson, and Gouda [243]. Li, Tromp, and Vitdnyi |168] presented a
bounded simulation of multi-writer multi-reader registers from single-writer single-
reader registers.

The atomic snapshot problem was defined using three different specification meth-
ods by Afek et al. [3], by Anderson [13], and by Aspnes and Herlihy [22]; these papers
also presented simulations of atomic snapshots from registers.

The simulation we presented is based on the algorithm of Afek et al. [3]. This algo-
rithm uses O(n?) read and write operations for each snapshot operations; the best al-
gorithm to date, using O(n log n) operations, was given by Attiya and Rachman [31].
The handshaking bits were first used by Peterson {213] and by Lamport [159].

We have specified single-writer atomic snapshot objects, which allow only one
processor to write to each segment; multi-writer snapshot objects were defined by
Anderson [14], who also showed how they can be simulated using single-writer
snapshot objects and multi-writer read/write registers.

Atomic snapshots resemble distributed snapshots, studied in Chapter 6, in requir-
ing an instantaneous view of many system components. An atomic snapshot gives
the effect of reading several memory segments at once; a distributed snapshot records
the local states of several processors. One difference is in the specification: atomic
snapshots order the views obtained by scanners, whereas distributed snapshots do
not provide any guarantee about the consistent cuts obtained in different invocations.
Another difference is in the simulations: the atomic snapshot algorithm is wait-free
and can tolerate processor failures, whereas the distributed snapshot algorithm does
not tolerate failures.

The simulation of read/write registers from message passing is due to Attiya,
Bar-Noy, and Dolev [25]. It requires integer sequence numbers, and thus the size
of messages is unbounded. To bound the message size, Attiya, Bar-Noy, and Dolev
used bounded timestamps. An alternative simulation with bounded messages was
given by Attiya [24]. The shared memory simulation uses a particular kind of quorum
system, the majority quorum system, to ensure that each read obtains the value of the
most recent write. This idea has been generalized to other quorum systems, including
those that can tolerate Byzantine failures [179].
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The simulation in Section 10.4 provides a distributed shared memory that is fault
tolerant, in contrast to the distributed shared memory algorithms of Chapter 9, which
were not fault tolerant. The fault tolerance provided here ensures that the data in the
shared objects remains available to correct processors, despite the failures of some
processors. Processors that fail are no longer of interest, and no guarantees are made
about them. One-resilient algorithms for the same notion of fault-tolerant distributed
shared memory were presented by Stumm and Zhou [248].

DsSMs that can tolerate processor failures and recoveries have been a subject
of recent interest. Many sequentially consistent DsM systems that are tolerant of
processors that crash and recover have been described in the literature (e.g., [248,
262,229, 147]). There has also been work on recoverable DSMs that support weaker
consistency conditions (e.g., [143, 148, 200]). In these papers, techniques including
checkpoints of consistent cuts and logging information to stable storage are employed
to reintegrate recovered processors.
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11

Simulating Synchrony

As we have seen in previous chapters, the possible behaviors of a synchronous system
are more restricted than the possible behaviors of an asynchronous system. Thus it is
easier to design and understand algorithms for synchronous systems. However, most
real systems are at least somewhat asynchronous. In Chapter 6, we have seen ways
to observe the causality structure of events in executions. In this chapter, we show
how they can be employed to run algorithms designed under strict synchronization
assumptions, in systems that provide weaker synchronization guarantees.

Throughout this chapter, we only consider message-passing systems in which
there are no failures. The topology of the communication system can be arbitrary
and, as always, the only (direct) communication is between nodes that are neighbors
in the topology.

We begin the chapter by specifying synchronous message-passing systems in our
layered model of computation.

Then we show how a small modification to the logical clocks from Chapter 6,
called logical buffering, can be used to provide the illusion that the processors take
steps in lockstep, when in reality they are totally asynchronous. Thus logical buffering
is a way to simulate a system in which processors are synchronous and messages
are asynchronous with a (totally) asynchronous system. Another way to view this
simulation is that asynchronous processors can simulate processors with the most
powerful kind of hardware clocks, those that always equal real time, as long as
message delay remains asynchronous.

The second synchrony simulation we study in this chapter is one to simulate the
synchronous system with the asynchronous system. Logical buffering can be used
to simulate synchronous processors, but it does not ensure any bounds on message

239
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delay. To create the illusion of synchronous message delay, more effort is required.
A simulation from the synchronous system to the asynchronous system is called a
synchronizer. We present a simple synchronizer in this chapter.

Both simulations are local, not global. We conclude the chapter by discussing
some implications of this fact.

11.1  SYNCHRONOUS MESSAGE-PASSING SPECIFICATION

In this section, we give a problem specification of the communication system we
wish to simulate, a synchronous message-passing system. The key difference from
the asynchronous case is that send and recv events at different processors must be
interleaved in a regular way to achieve the lockstep rounds that characterize the
synchronous model.

Formally, the inputs and outputs are the same as for asynchronous message passing,
defined in Chapter 7, that is, the inputs are of the form send; (/) and the outputs
are of the form recv; (M), where  indicates a processor and M is a set of messages
(including possibly the empty set).

Asinthe model used in Part I, around for a processor consists of sending messages,
receiving messages sent in that round, and performing local computation, which will
determine what messages to send in the next round. Conceptually, each round occurs
concurrently at all the processors. Because our notion of execution is a sequence of
events, we must choose some (arbitrary) total order of events that is consistent with
the partial order. There are a number of total orders that will work. We choose a
particular total order here that is consistent with our requirement, from Chapter 7,
that all enabled events take place on a node before any event on another node can take
place. This total order is embodied in the Round-Robin property below that is placed
on allowable sequences of the synchronous message passing model. According to
the Round-Robin property, all the round 1 send events take place. Then the receipts
of the round 1 messages occur. Because of the node atomicity requirement, when a
processor receives a message, the very next event must be the send that is triggered by
that receipt, which in this case is the send for round 2. Because the receive for round
1 cannot be separated from the send for round 2, we have a series of recv-send pairs,
one for each processor, in which messages for round 1 are received and messages for
round 2 are sent. Then we have another series of recv-send pairs, in which messages
for round 2 are received and messages for round 3 are sent.

Formally, every sequence in the allowable set must conform to the following
“round” structure:

Round-Robin: The sequence is infinite and consists of a series of subsequences,
where the first subsequence has the form sendy, . . ., send,,_;, and each later
subsequence has the form recvg, sendg, recvy, sendq, .. ., recv,_1, send,_1.
The kth send; and the kth recv; events form round k for processor p;.
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round 1 for py round 2 for pg round 3 for pg
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Fig. 11.1 How rounds overlap.

The Round-Robin property imposes constraints on the inputs (the send events)
from the environment; they must occur in Round-Robin order and be properly inter-
leaved with the outputs (the recv events).

As an example, consider three rounds of a system consisting of two processors pg
and p;, which are directly connected:

sendp (a1 ), send, (b1 ), recvg (1), sendg(as), recvy (a1), send; (by),
recvo(bz), sendg(az), recvy (az), send; (bs), recvg(bs), - - .

(See Fig. 11.1)
The sets of messages sent and received must satisfy the following conditions:

Integrity: Every message received by processor p; from processor p; inround k was
sent in round % by p;.

No Duplicates: No message is received more than once. Thus each recv event
contains at most one message from each neighbor.

Liveness: Every message sent in round & is received in round &.

The environment (that is, the algorithm using the synchronous message-passing
system) decides unilaterally what should be sent in the first round for each processor.
In later rounds, the environment can decide based on what it has previously received.

11.2 SIMULATING SYNCHRONOUS PROCESSORS

In this section, we consider two systems with asynchronous communication (i.e.,
unbounded message delays), one with synchronous (lockstep) processors, called
SynchP, and one with asynchronous processors, called Asynch. We will show that
Asynch can locally simulate SynchP.

Asynch is the standard asynchronous message-passing communication system.
SynchP is a weakening of the standard synchronous message-passing communication
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Algorithm 34 Logical buffering to simulate synchronous processors:
codeforp;, 0 <i<n-—1.

Initially round = 0 and buffer = §

1: when SynchP-send;(S) occurs:
2. round .= round + 1
enable Asynch-send;({(m, round) : m € S})

w

4: when Asynch-recv; (M) occurs:

5: add M to buffer

6: ready := {m : {m,tag) € buffer and tag < round}

7:  remove from buffer every element that contributed to ready
8: enable SynchP-recv;(ready)

system; an allowable sequence is still an infinite series of rounds, but there is no longer
the requirement that every message sent in round % be received in round k. Instead,
every message sent in round k must be received in round £ or later. Messages need
not be delivered in FIFO order, but no message is delivered more than once.

The only situation observable to the processors that can happen in Asynch but not
in SynchP is for a message that was sent at the sender’s kth send step to be received
at the recipient’s jth recv step, where j < k. If this situation were to occur when
processors take steps in lockstep, it would mean that the message is received before
it is sent. To avoid this situation, the simulation employs logical buffering; each
processor keeps a round counter that counts how many send steps it has taken, each
message is tagged with the sender’s round count, and the recipient delays processing
of a message until its round count equals or exceeds that on the message.

Logical buffering provides properties similar to those of logical clocks; however,
with logical clocks some logical times may be skipped, but not with logical buffering.
Skipping some logical times may have drawbacks, for instance, if certain actions are
scheduled to occur at certain logical times. With logical buffering, the round counts
themselves are consistent with the happens-before relation.

The pseudocode is presented in Algorithm 34. SynchP-send indicates the send
for system SynchP and is an input to the logical buffering algorithm. SynchP-recv
indicates the receive for system SynchP and is an output of the logical buffering
algorithm. Asynch-send and Asynch-recv are the communication primitives used by
the logical buffering processes to communicate with each other over the asynchronous
communication system. The result of the occurrence of Asynch-send; and SynchP-
recv; is simply to disable that event, as explained in Section 7.6. There must be
an infinite number of SynchP-send; events, for each i; however, the empty set of
messages is an allowable parameter for SynchP-send;.

Theorem 11.1 System Asynch locally simulates system SynchP.

Proof. Consider the logical buffering algorithm, Algorithm 34. Obviously, it has
the correct top and bottom interfaces.
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Let « be an execution of the logical buffering algorithm that is locally admissible
for (SynchP,Asynch). Locally user compliant for SynchP means that each node
alternates sends and receives, but the sends and receives at different nodes are not
necessarily interleaved regularly as they would be in the actual SynchP system. We
must show that there exists a sequence o in seg(SynchP) such that o = top(a)li,
forall;,0<i<n—1

Define o to be the result of taking the n sequences fop(e)|i,0 < 7 < n—1, and
interleaving them so as to conform to the Round-Robin property of the synchronous
system.

To verify that ¢ is in seq(SynchP), we only need to check that every message sent
in some round is eventually received in the same or a later round and is not received
twice. No message is delivered too early, since messages are tagged and held in
buffer variables in execution «. Every message is eventually delivered, since the
round counter increments without bound because of the infinite number of SynchP-
send; events, and the tags do not change in «. No message is received twice since
messages are removed from buffer once they become ready. O

Thus logical buffering can provide the illusion that processors possess more syn-
chrony than they already do, going from totally asynchronous to lockstep. However,
the level of synchrony of the communication is not improved.

11.3 SIMULATING SYNCHRONOUS PROCESSORS AND
SYNCHRONOUS COMMUNICATION

Previously in this chapter, we have seen how to (locally) simulate synchronous proces-
sors with asynchronous processors. In this section we show how to (locally) simulate
the fully synchronous message-passing communication system, denoted Synch, with
Asynch, the fully asynchronous message-passing communication system. Such a
simulation is called a synchronizer.

In addition to having synchronous processors, the synchronous system guarantees
that in the kth round of each processor it receives all the messages that were sent
to it by its neighbors in their kth round. In this section, we show how to achieve
this property, by using a synchronizer and thus locally simulating the synchronous
system by the asynchronous system.

The main difficulty in ensuring the above property is that a node does not usually
know which of its neighbors have sent a message to it in the current round. Because
there is no bound on the delay a message can incur in the asynchronous system,
simply waiting long enough before generating the (synchronous) receive event does
not suffice; additional messages have to be sent in order to achieve synchronization.

11.3.1 A Simple Synchronizer

In this section, we present a simple synchronizer called ALPHA. Synchronizer ALPHA
is efficient in terms of time but inefficient in terms of messages; the chapter notes
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Fig. 11.2 Processor po sends round k messages to its neighbors (left) and then receives
{ack) messages (right).

discuss another synchronizer that provides a trade-off between time complexity and
message complexity.

Before generating the receive for round %, the synchronizer at a node p; must know
that it has received all the round & messages that were sent to this node. The idea
is to have the neighbors of p; check whether all their messages were received and
have them notify p;. It is simple for a node to know whether all its messages were
received, if we require each node to send an acknowledgment for every message (of
the original synchronous algorithm) received. If all round & messages sent by a node
have been acknowledged, then the node is said to be safe for round k. Observe thatthe
acknowledgments only double the number of messages sent by the original algorithm.
Also observe that each node detects that it is safe for round & a constant time after
it generates the synchronous send for round % (using the method of measuring time
complexity for asynchronous algorithms from Chapter 2).

Figure 11.2 presents a simple execution in which pg sends messages to its neighbors
and receives acknowledgments; at this point, py is safe. Inthis figure and Figure 11.3,
a black node represents a processor just starting a round and a gray node represents
a safe processor; otherwise, the node is white.

A node can generate its next synchronous receive once all its neighbors are safe.
Most synchronizers use the same mechanism of acknowledgments to detect that nodes
are safe; they differ in the mechanism by which nodes notify their neighbors that they
are safe. In synchronizer ALPHA, a safe node directly informs all its neighbors by
sending them messages. When node p; has been informed that all its neighbors are
safe for round &, p; knows that all round k& messages sent to it have arrived, and it
generates the synchronous receive for round &.

Figure 11.3 presents the extension of the execution in Figure 11.2: py and p,
indicate they are safe, allowing py to do its round k receive and the move on to send
its round & + 1 messages.

The pseudocode appears in Algorithm 35. Synch-send and Synch-recv indicate
the events of the synchronous system, whereas Asynch-send and Asynch-recv indi-
cate those of the asynchronous system. This version of the code uses unbounded
space for simplicity. An exercise is to reduce the space usage (Exercise 11.3). As
we did in Chapter 2, we describe the algorithm as if each message of the under-
lying asynchronous system is received separately. Similar arguments justify this
simplification.
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Po Po
(safe,k

(k+1)

p (safe,k) p2 p1 (k+ 1) p2

Fig. 11.3 Processors po and po send (safe) messages for round k (left) and then p; sends
round k& + 1 message (right),

Theorem 11.2 Asynch locally simulates Synch.

Proof. Consider synchronizer ALPHA of Algorithm 35. Obviously, it has the correct
top and bottom interfaces.

Let « be any execution of synchronizer ALPHA that is (Synch,Asynch)-locally-
admissible. We must show that there exists a sequence ¢ in seq(Synch) such that
oli = top(a)fi, forall,0<i<n-—1.

Define o to be the result of taking the n sequences top(a)|i,0 < i < n -1, and
interleaving them so as to conform to the Round-Robin property of the synchronous
system.

To verify that o is in seq(Synch), we prove three lemmas. Lemma 11.3 states that
the Synch-recv events at p; are done in the correct order, that is, that if p; performs
Synch-recv for round r, then the previous Synch-recv performed by p; was for round
r — 1. Lemma 11.4 states that if processor p; performs Synch-recv for round r, then
buffer[r] consists exactly of all round r messages sent to p;. Lemma 11.5 states that
p; performs an infinite number of Synch-recv events.

The proof of Lemma 11.3 is left as an exercise (Exercise 11.4).

Lemma 11.3 If p; performs Synch-recv for round r in o, then the previous Synch-
recv performed by p; is for round r — 1.

Lemma 11.4 If p; performs Synch-recv for round r, then buffer[r] consists of all
round ¥ messages sent to p; in .

Proof. The use of the round tag and the separate variables for each round ensure
that no extraneous messages are in buffer{r].

Let m be a message Synch-sent by p; to p; in round r. After the Synch-send, p;
Asynch-sends mm to p;. On its arrival, p; puts it in buffer[r]. Suppose in contradiction
p; has already done Synch-recv for round r. Then safe;[r] must have included 7 at
the time when p; performed the Synch-recv. So p; received a (safe,r) message from
pi. But then p; would have already received an (ack,r) message from p; for this
message, which it has not sent yet, a contradiction.

Lemma 11.5 Each processor performs a Synch-recv event for round r, for every
r> 1

245
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Algorithm 35 Simple synchronizer ALPHA with unbounded space:
code forp;, 0 <i<n-—1
Initially round = 0 and
buffer[r], safe[r], and ack-missing[r] are empty, for all » > 1

1: when Synch-send;(S) occurs:

2:  round := round + 1

3:  ack-missing[round) .= {j : p; is a recipient of a message in S}

4: enable Asynch-send;({(m,round)) to p;, for each m € S with recipient p;

5: when Asynch-recv;({mn,r})) from p; occurs:
6: add (m, j) to buffer[r]
7: enable Asynch-send;({ack,r}) to p; /f acknowledge

8: when Asynch-recv;({ack,r)) from p; occurs:

9: remove j from ack-missing[r]

10: if ack-missing[r] = 0 then /1 all neighbors have acknowledged
11 enable Asynch-send;({safe,r)) to all neighbors / p; is safe

12: when Asynch-recv;({safe,r)) from p; occurs:

13: add j to safe[r]

14: if safe[r] includes all neighbors then /1 all neighbors are safe
15: enable Synch-recv; (buffer{r]) // for round r

Proof. Suppose in contradiction that the lemma is false. Let r be the smallest round
number such that some processor p; never performs Synch-recv for round ».

First we argue that Synch-send for round r occurs at every node. If » = 1, then
the Synch-sends occur because « is locally user compliant for Synch. If r > 1,
then every processor performs Synch-recv for round » — 1 by choice of r, and so
Synch-send for round r occurs at every node because « is locally user compliant for
Synch.

Thus every neighbor p; of p; experiences Synch-send for round r. Then p; does
Asynch-send to the appropriate neighbors, gets back the {ack) messages, becomes
safe, and sends (safe} messages to all neighbors, including p;.

Thus p; receives (safe) messages from all neighbors and performs Synch-recv for
round r, a contradiction. ]

These three lemmas show that Asynch locally simulates Synch using ALPHA. a

The total complexity of the resulting algorithm depends on the overhead introduced
by the synchronizer and, of course, on the time and message complexity of the
synchronous algorithm.

Clearly, the time overhead of ALPHA is O(1) per round. Because two additional
messages per edge are sent (one in each direction), the message overhead of ALPHA
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Fig. 11.4 Example execution of a synchronizer.

is O(}E) per round. Note that O(|E{) messages are sent per round, regardless of
the number of original messages sent during this round. The chapter notes discuss
another synchronizer that exhibits a tradeoff between time and message overhead.

11.3.2 Application: Constructing a Breadth-First Search Tree

To see the usefulness of a synchronizer, we consider a problem that is much easier
to solve in a synchronous system than an asynchronous one—construction of a
breadth-first search (BFs) tree of a network (with arbitrary topology). Recall that the
modified flooding algorithm of Chapter 2 (Algorithm 2) solves the BFs tree problem
in synchronous systems, given a particular node to serve as the root of the tree. On
the other hand, in an asynchronous system, the spanning tree constructed by the
algorithm is not necessarily a BFs tree.

This problem is one of the prime examples for the utility of the synchronizer
concept; in fact, the most efficient known asynchronous solutions for this problem
were achieved by applying a synchronizer to a synchronous algorithm.

Consider now an execution of the synchronous BFs tree algorithm (Algorithm 2},
on top of synchronizer ALPHA. The composition forms a BFs tree algorithm for
the asynchronous case. Because its time complexity in the synchronous system is
O(D), where D is the diameter of the communication graph, it follows that in the
asynchronous system, its time complexity is O(D) and its message complexity is
oD -|E].

11.4 LOCAL VS. GLOBAL SIMULATIONS

Consider an asynchronous message-passing system in which three nodes are arranged
inachain: There is a link from py to p; and from p; to py. There is an execution of the
synchronizer in this system in which the following events take place (see Fig. 11.4):

» pp simulates round 1;

e p; simulates round 1;
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po simulates round 2, receiving p;’s round 1 message;

p2 simulates round 1;

p1 simulates round 2, receiving py’s and po’s round 1 messages;

*

p2 simulates round 2, receiving p;’s round 1 message.

Suppose the synchronous algorithm running on top of the synchronizer solves
the session problem from Chapter 6 in the synchronous system, for two sessions,
by having each processor perform special actions at rounds 1 and 2. Unfortunately,
the transformed algorithm is not correct, because there is only one session in the
execution described above, not two.

This scenario indicates the limitations of local simulations as opposed to global
simulations. In the synchronous system, the rounds of the processors are guaranteed
to be correctly interleaved so as to achieve two sessions. But the synchronizer,
although it mimics the same execution on a per-node basis, cannot achieve the same
interleaving of events at different nodes.

Informally speaking, local simulations preserve correctness for internal problems,
those whose specifications do not depend on the real time at which events occur. The
existence of a synchronizer implies that there is no difference in what can be computed
in the synchronous and asynchronous systems, as long as we restrict our attention to
internal problems in the absence of failures.

The lower bound on the running time for the session problem presented in Chap-
ter 6 implies that any simulation of the synchronous system by the asynchronous
system that preserves the relative order of events across nodes will require time over-
head of a factor of the diameter of the communication network, roughly. The reason
is that such a general simulation would transform the synchronous algorithm for the
session problem into an algorithm for the asynchronous system, which by this lower
bound must incur the stated overhead.

Exercises

11.1 Does logical buffering work for simulating system SynchP by system AsynchP
in the presence of crash failures? If so, why? If not, then modify it to do so.
What about Byzantine failures?

11.2 Is wait-free consensus possible in the system SynchP? What if there is at most
one failure?

Hint; Think about Exercise 11.1.
11.3 Show how to bound the space complexity of synchronizer ALPHA.

11.4 Prove Lemma 11.3.
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11.5 What are the worst-case time and message complexities of the asynchronous
BFs tree algorithm that results from applying synchronizer ALPHA? What
network topology exhibits this worst-case behavior?

11.6 Apply synchronizer ALPHA to both of the synchronous leader election algo-
rithms in Chapter 3. What are the resulting time and message complexities?
How do they compare to the lower bounds for asynchronous leader election?

11.7 Is mutual exclusion an internal problem?

11.8 If a specification is not internal, does that mean it cannot be implemented in
an asynchronous system?

Chapter Notes

This chapter described two methods for simulating synchrony: logical buffering and
synchronizers.

Logical buffering was independently developed by Neiger and Toueg [199] and
by Welch [259]. Neiger and Toueg’s paper defined the class of internal problems
for which the translation is valid and applied it to systems with synchronized clocks,
as well as other situations. Welch’s paper gave fault-tolerant implementations of
logical buffering in the asynchronous case. The latter paper contains the answer to
Exercise 11.1, as well as to Exercise 11.2. An alternative answer to Exercise 11.2
can be found in Dolev, Dwork, and Stockmeyer [92].

Synchronizers were introduced by Awerbuch [36], who also suggested ALPHA
(Algorithm 35) and the application to BFS tree construction; additional applications
appear in [38]. Awerbuch [36] also describes two other synchronizers, BETA, with
low message overhead, and GAMMA, which provides a trade-off between message
and time overhead. Chapter 18 of [35] describes synchronizer ZETA, having the same
trade-off as GAMMA.

Awerbuch [36] proved that the trade-off given by GAMMA is essentially opti-
mal, if the synchronizer must simulate one round after the other. Some improved
synchronizers have been suggested under various restrictions, for example on the
network topology (Peleg and Ullman [209]). Awerbuch and Peleg [40] showed that
if a synchronizer is not required to work in a round-by-round manner then the above
trade-off is not inherent. Peleg’s book [208] includes a thorough discussion of these
topics.
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A

- Improving the Fault
Tolerance of Algorithms

In Chapter 11, we saw examples of simulating a more well-behaved situation (namely,
a synchronous system) with a less well-behaved situation (namely, an asynchronous
system). The advantage of such simulations is that often algorithms can be developed
for the more well-behaved case with less effort and complexity and then automatically
translated to work in the less well-behaved case.

The same idea can be applied in the realm of fault tolerance. As we have seen in
Chapter S, more benign types of faults, such as crash failures, are easier to handle
than more severe types of faults, such as Byzantine failures. In particular, more
benign types of faults can often be tolerated with simpler algorithms. In this chapter,
we explore methods that automatically translate algorithms designed to tolerate more
benign faults into algorithms that can tolerate more severe faults. This chapter
deals only with message-passing systems, because usually only crash failures are
considered in the context of shared memory systems. We also extend the layered
model of computation to handle synchronous processors.

121 OVERVIEW

The bulk of this chapter presents a simulation that makes Byzantine failures appear
to be crash failures in the synchronous case. Although it is possible to achieve this
in one step (see the notes at the end of the chapter), it is conceptually easier to break
this task down into subtasks, each one focusing on masking a particular aspect of
Byzantine failures.

251



252 IMPROVING THE FAULT TOLERANCE OF ALGORITHMS

There are three problematic aspects of Byzantine behavior. The first is that a faulty
processor can send messages with different contents to different processors in the
same round. The second is that a faulty processor can send messages with arbitrary
content (even if it sends the same message to all processors). The third is that this
type of bad behavior can persist over many rounds.

Qur approach to designing the overall simulation is to tackle each problem in
isolation, designing three fault model simulations. The first simulation is from
Byzantine to “identical Byzantine” (like Byzantine, but where faulty processors are
restricted so that each one sends either nothing or the same message to all processors
at each round). The second simulation is from identical Byzantine to “omission”
(faulty processors send messages with correct contents but may fail to receive or
send some messages). The third simulation is from omission to crash. More precise
definitions of the communication system in the presence of these types of faults are
given below.

In going from Byzantine to identical Byzantine, we must prevent faulty processors
from sending conflicting messages. This can be done by having processors echo to
each other the messages received over the lower level and then receiving at the higher
level only those messages for which sufficiently many echoes were received. By
setting this threshold high enough and assuming enough processors are nonfaulty,
this scheme will ensure that no conflicting messages are received.

In going from identical Byzantine to omission, the contents of the messages
received must be validated as being consistent with the high level algorithm A being
run on top of the omission system. This is achieved by sending along with each
message of the algorithm A the set of messages received by the algorithm at the
previous simulated round, as justification for the sending of this message.

In going from omission to crash, once a processor exhibits a failure, we must
ensure that it takes no more steps. This is accomplished by having processors echo
to each other the messages received over the lower level. If a processor does not
receive enough echoes of its own message, then it halts {crashes itself).

However, there is a problem with this approach. In order to validate messages in
going from identical Byzantine to omission, a processor must have more information
about messages sent by faulty processors than that described above. It is possible
that a faulty processor pi’s message at some round will be received at one processor,
i, but not at another, p;. However, for p; to correctly validate later messages from
Pi. it needs to know that p; received pi’s message.

As aresult, the interface of the identical Byzantine model is slightly different than
the other interfaces. Each message includes a round tag, meaning that the message
was originally sent in the round indicated by the tag. The identical Byzantine
model guarantees that if one nonfaulty processor receives a message from a faulty
processor, then eventually every nonfaulty processor receives that message, although
not necessarily in the same round.

After describing the modifications to the formal mode! in Section 12.2, we start
in Section 12.3 with a simulation of the identical Byzantine model on top of Byzan-
tine failures (Fig. 12.1(a)). This simulation masks inconsistent messages of faulty
processors, but doubles the number of rounds.
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®_ [Tdentical | ©

Byzantine j Byzantine é omission :> crash

Fig. 12.1 Summary of simulations for the synchronous case.

Next, in Section 12.4 we show a simulation of omission failures on top of the
identical Byzantine model (Fig. 12.1(b)). This simulation is based on validating the
messages of faulty processors to make sure they are consistent with the application
program,; it has no overhead in rounds.

Finally, in Section 12.5 we show a simulation of crash failures on top of omission
failures (Fig. 12.1(c)). This simulation is based on having processors crash themselves
if they perform an omission failure; it doubles the number of rounds.

Throughout this chapter, f is the upper bound on the number of faulty processors.

The faulty behavior in all cases is pushed into the communication system. Thus
in the formal model, the processes always change state correctly (according to what
information they receive from the communication system). The communication sys-
tem decides to stop delivering some processor’s message, or to corrupt the contents,
etc. (Exercise 12.2 asks you to prove that this model is equivalent to the previous
definition.)

We assume that the topology of the message-passing system is fully connected,
and that each processor sends the same message to all the processors at each round,
that is, the processor is actually doing a broadcast.

When we consider a particular simulation from one model to another, we some-
times call the high level send event broadcast and the high-level receive event accept,
to distinguish them from the low-level send and receive events.

12.2 MODELING SYNCHRONOUS PROCESSORS AND BYZANTINE
FAILURES

In Chapter 11, we gave a specification of a synchronous message-passing communi-
cation system and showed how to locally simulate it with asynchronous systems. We
now consider the other side of the coin: how to use a synchronous message-passing
communication system to solve some other problem. In this section, we describe
restrictions on the behavior of synchronous processors in our layered model.

In the synchronous message-passing system, we impose a more structured require-
ment on the interaction of processes at a node. The transition function of each process
must satisfy the following: When an input from the layer below occurs at a process,
at most one output is enabled, either to the layer above or the layer below. When an
input from the layer above occurs at a process, at most one output is enabled and it
must be to the layer below. The resulting behavior of all the processes on a node is
that activity propagates down the process stack, or propagates up the process stack,
or propagates up the stack and turns around and propagates down. The reason for the
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send recv
crash simulation

send recv | send recv
omission simulation

send recv | send recv
identicg}_?y_zantine% SImulatlon

send | recv | send | recv | send | recv | send | recv
Byzantine communication system

Fig. 12.2 Sample execution of all layers at one node; a single round of the environment
with Byzantine failures is two rounds of the crash failure simulation and the omission failure
simulation and is four rounds of the identical Byzantine failures simulation.

asymmetry is that we want to model the response to receiving a set of messages as
happening atomically with the receipt, but the response to an environment input will
have to wait (generally, for some communication).

In the synchronous message-passing model, in addition to the four conditions
specified at the end of Section 7.3, an execution must satisfy the following:

5. The first event at each node is an input from the environment. Each output to
the environment at a node, except for the last one for that node, is immediately
followed by an input from the environment at the same node.

This condition places restrictions on the behavior of the environment and ensures that
environment events and communication system events are interleaved properly.

Figure 12.2 shows node steps and rounds in the fault tolerance simulations; in the
figure, dotted lines link together events that happen atomically at the node.

In pseudocode descriptions of algorithms for synchronous message-passing sys-
tems, the order in which all the events triggered by a node input occur must be
specified carefully. In this case, the triggered events must conform to a specific
pattern (e.g., going up from the bottom layer, then turning around and coming back
down). Instead of stating that output X has become enabled (and being rather loose
about when it should occur), we will have a line of code with the name of the output,
meaning that the output must actually occur before proceeding.

Next, we define the synchronous message-passing model subject to Byzantine
processor failures.

The inputs are of the form Byz-send;(m) and the outputs are of the form Byz-
recv; (M), where ¢ indicates a processor, m is a message (to be sent to all the
processors), and M is a set of messages, at most one coming from each processor.
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A sequence is in the allowable set if it conforms to the standard synchronous round
structure described in Chapter 7.

Furthermore, there must be a partitioning of the processor ids into faulty and
nonfaulty, with at most f faulty, satisfying the following conditions (here and in the
rest of the chapter, we assume that variables range over the appropriate values):

Nonfaulty Integrity: If nonfaulty processor p; receives message m from nonfaulty
processor p; in round &, then p; sends m in round .

Nonfaulty Liveness: If nonfaulty processor p; sends m in round &, then nonfaulty
processor p; receives m from p; inround &.

Note that there are no requirements on the messages received from or by faulty
Processors.

When there is the potential for confusion, “send” is replaced with “Byz-send” and
“recv” with “Byz-recv.”

12.3 SIMULATING IDENTICAL BYZANTINE FAILURES ON TOP OF
BYZANTINE FAILURES

In this section we specify a communication system model called identical Byzantine
that restricts the power of Byzantine processors. The basic idea is that faulty proces-
sors can still send arbitrary messages, but all processors that receive a message from
a faulty processor receive the same message. We start with a precise definition of the
identical Byzantine fault model and then describe how to simulate it in the presence
of (unrestricted) Byzantine failures.

12.3.1 Definition of Identical Byzantine

The formal definition of a synchronous message-passing communication system
subject to identical Byzantine failures is the same as for (unrestricted) Byzantine
failures with these changes. Each message received has the format (m, k), where
m is the content of the message and % is a positive integer (the round tag); and the
conditions to be satisfied are the following:

Nonfaulty Integrity: If nonfaulty processor p; receives (m, k) from nonfaulty pro-
cessor p;, then p; sends m in round &.

Faulty Integrity (Identical Contents): If nonfaulty processor p; receives (m, k) from
pr and nonfaulty processor p; receives (m/, k) from py, thenm = m’.

No Duplicates: Nonfaulty processor p; receives only one message with tag & from
Py

Nonfaulty Liveness: If nonfaulty processor p; sends m in round k, then nonfaulty
processor p; receives (m, k) in round k.
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Faulty Liveness (Relay): If nonfaulty processor p; receives (m, k) from (faulty) pro-
cessor py, inround r, then nonfaulty processor p; receives {m, k) from p;, by
round r + 1.

When there is the potential for confusion, “send” is replaced with “id-send” and
“recv” with “id-recv.”

12.3.2 Simulating Identical Byzantine

We now present a simulation of the identical Byzantine failure model in the Byzantine
failure model. Intuitively, to successfully broadcast a message, a processor has to
obtain a set of “witnesses” for this message. A nonfaulty processor accepts a message
only when it knows that there are enough witnesses for this broadcast. The simulation
uses two rounds of the underlying Byzantine system to simulate each round of the
identical Byzantine system and requires that n > 4 f.

Round % of the identical Byzantine system is simulated by rounds 2k — 1 and 2k
of the underlying Byzantine system, which are also denoted (k, 1) and (&, 2).

To broadcast m in simulated round k, the sender, p;, sends a message (init,mm, k) to
all' processors in round (k, 1). When a processor receives the first init message of p;
for round £k, it acts as witness for this broadcast and sends a message (echo,m, k,7) to
all processors in round (k, 2). When a processor receives n - 2 f echo messages in a
single round, it becomes a witness to the broadcast and sends its own echo message to
all processors; at this point, it knows that at least one nonfaulty processor is already a
witness to this message. When a processor receives n — f echo messages in a single
round, it accepts that message, if it has not already accepted a message from p; for
simulated round &.

The pseudocode appears in Algorithm 36. The function first-accept(%’, §) returns
true if and only if the processor has not already accepted a message from p; for round
k.

We now prove that this algorithm simulates identical Byzantine failures on top of
Byzantine failures, according to the definition of (global) simulation in Chapter 7.

Theorem 12.1 In any execution of Algorithm 36 that is admissible (i.e., fair, user
compliant for the identical Byzantine specification, and correct for the Byzantine
communication system), the five conditions defining identical Byzantine are satisfied.

Proof. Since « is correct for the Byzantine communication system, bot(«) is in the
allowable set of sequences for that specification. In particular, there is a partitioning
of the processor ids into faulty and nonfaulty, with at most f faulty. Throughout this
proof, this partitioning is what defines which processors are faulty and which are
nonfaulty.

Nonfaulty Integrity: Suppose nonfaulty processor p; accepts (m, k) from non-
faulty processor p;. Then (m, k) with sender p; is in p;’s accepted set in round

! Throughout this chapter, this means including itself.
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Algorithm 36 Simulating round k& > 1 of the identical Byzantine fault model:
code for processor p;, 0 < i< n—1.

Initially S = () and accepted = )

1: round (k,1): inresponse to id-send;(1m):
2: Byz-send; (S U {(initm,k}})
3: Byz-recv;(R)
4: S := { (echo,m',k,j) : there is a single (init,m’,k) in R with sender p; }
5 S:=SU{({echom’ k' j) : k' < k and
m’ is the only message for which at least n — 2f
{(echo,m’, k', j} messages have been received in this round }
6: accepted := {(m/, k") with sender p; : at least n — f {echo,m’,k’, )
messages have been received in this round and first-accept(k’, j)}

7: round (k,2):

8: Byz-send; (5)

9. Byz-recv;{R)

10: S :={(echom’,k',j} : k' < k and

m' is the only message for which at least n — 2 f
(echo,m’,k’,j) messages have been received in this round }
11:  accepted := accepted U{(m’, k') with sender p; : at least n — f
{echo,m’, k', j) messages have been received in this round
and first-accept(k’, j)}
12: id-recv;(accepted)

(r,2), for some . Thus p; receives at least n — f (echo,m,k,j) messages in round
(r,2). Consequently, at least n — 2 f nonfaulty processors sent {echo,m,k, j) in round
(r,2). Let p, be among the first nonfaulty processors to send {echo,m,k,s) (in any
round). Since the threshold for sending an echo due to the receipt of many echoes
isn — 2f > f, and since only faulty processors have sent {(echo,m,k, j) in earlier
rounds, py, sends (echo,m,k, j} due to the receipt of (init,m, k) from p; in round (%, 1)
(see Line 4 of the code). Since p; is nonfaulty, p; broadcasts m in simulated round .

Note that this proof only requires that n > 3f; however, a later property, Faulty
Liveness, requires that n > 4f.

No Duplicates: This condition holds because of the first-accept check performed
inLines 6 and 11.

Nonfaulty Liveness: This condition follows in a straightforward way from the
code.

Faulty Liveness (Relay): Suppose nonfaulty processor p; accepts (m, k) from
processor py, insimulated round ». Then there are at least n — 2 f nonfaulty processors
that send (echo,mn,k,h) for some h, say, in round (7, 2).

Thus every nonfaulty processor p; receives at least n — 2 f {(echo,m, k,h) messages
in round (r, 2). The number of additional {echo,#,k,h) messages received by p; in
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round (7, 2} is at most 2f; since n > 4f, this number is smaller than n — 2f, and
thus p; cannot send a different (echo,,k,h) message. So p; sends {echo,m,k,h) in
round (7 -+ 1,1). Consequently, every nonfaulty processor receives at least n — f
{echo,m, k,h) messages inround (r + 1, 1) and accepts (m, k) from pj by simulated
round r + 1.

Faulty Integrity: Suppose nonfaulty processor p; accepts (m, k) from processor
ps in round 7 and and nonfaulty processor p; accepts (m/, k) from pj in round '
Toward a contradiction, assume m # m'. If r < ¢/, then by Faulty Liveness, p;
accepts (m, k) from pj, and by No Duplicates, it cannot accept (m', k) later; the
same argument holds if ' < . Thus it suffices to consider the case in which p;
accepts (m, k) from p, and p; accepts {m’, k) from pj, in the same round.

As argued above for Nonfaulty Integrity, there are at least n — 2f nonfaulty
processors that send (echo,m,k,h) in this round, and at least n — 2f nonfaulty
processors that send (echo,m’,k,h) in this round. Since each nonfaulty processor
only sends one {echo, *,k,h) message in each round, these sets of nonfaulty processors
are disjoint. Thus the total number of nonfaulty processors,n— f, is at least 2(n—2 f).
This implies that n < 3f, a contradiction.

What are the costs of this simulation? Clearly, the simulation doubles the number
of rounds.

As specified, the algorithm requires processors to echo messages in all rounds
after they are originally sent. Yet, once a processor accepts a message, Faulty and
Nonfaulty Integrity guarantee that all processors accept this message within at most
a single round. Thus we can modify the simulation so that a processor stops echoing
a message one round after it accepts it.

We now calculate the maximum number of bits sent in messages by nonfaulty
processors. Consider message m broadcast in round & by a nonfaulty processor p;.
As a result, p; sends (init,m, k) to all processors, and then all nonfaulty processors
exchange (echo,m, k,i) messages. The total number of bits sent due tom is O(n?(s+
log n + log k)), where s is the size of m in bits.

Theorem 12.2 Using Algorithm 30, the Byzantine model simulates the identical
Byzantine model, if n > Af. Every simulated round requires two rounds, and the
number of message bits sent by all nonfaulty processors for each simulated round k
message m from a nonfaulty processor is O(n?(s + logn + log k)), where s is the
size of m in bits.

12.4 SIMULATING OMISSION FAILURES ON TOP OF IDENTICAL
BYZANTINE FAILURES

The omission model of failure is intermediate between the more benign model of
crash failures and the more malicious model of Byzantine failures. In this model, a
faulty processor does not fabricate messages that are not according to the algorithm;
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however, it may omit to send or receive some messages, send a message to some
processors and not to others, etc.

After defining the model more precisely, we describe a simulation of omission
failures on top of identical Byzantine failures.

12.4.1 Definition of Omission

The formal definition of a synchronous message-passing communication system
subject to omission failures is the same as for the Byzantine case, except that the
conditions to be satisfied are the following:

Integrity: Every message received by processor p; from processor p; in round k was
sent in round & by p;.

Nonfaulty Liveness: The message sent in round &k by nonfaulty processor p; is re-
ceived by nonfaulty processor p; in round k.

Note that a faulty processor may fail to receive messages sent by some nonfaulty
processors, and messages sent by a faulty processor may fail to be received at some
Pprocessors.

When there is the potential for confusion, “send” is replaced with “om-send” and
“recv” with “om-recv.”

The omission failure model is a special case of the Byzantine failure model.
However, the omission failure model does not allow the full range of faulty behavior
that Byzantine failures can exhibit; for instance, the contents of messages cannot be
arbitrary. Thus omission failures are strictly weaker than Byzantine failures.

12.4.2 Simulating Omission

The identical Byzantine fault model gives us some of the properties of omission
failures. That is, if two nonfaulty processors receive a message in some round
from another processor, faulty or nonfaulty, then it must be the same message. Yet,
the identical Byzantine model still allows a nonfaulty processor to send incorrect
messages, not according to the protocol, for example, claiming it received a message
that was never sent to it.

To circumvent this problem, we apply a validation procedure, exploiting the fact
that the same messages should be received by all processors in the identical Byzantine
model, although possibly with a one round lag. Thus, whenever a processor p; sends
a message m, it also sends its support set, i.e., the messages that cause p; to generate
m. If p; generated this message correctly, then the receiver of m has also received
the support messages, and the receiver can check the validity of generating m.

Unlike the other simulations we have seen, this one requires knowledge of the
application program A4, i.e., the environment that is using the communication system
being simulated.

The pseudocode for the simulation appears in Algorithm 37. We assume, without
loss of generality, that the message to be sent in round & of A by a processor is the



260 IMPROVING THE FAULT TOLERANCE OF ALGORITHMS

Algorithm 37 Round % of the simulation of omission failures:
code for processor p;, 0 < i< n-1.

TInitially valid = 0, accepted = ), and pending = {)

I:  Inresponse to om-send; (m):

2 id-send;({m,accepted))

3: id-recv;(R)

4; add R to pending

5: validate(pending)

6 accepted := {m' withsender p; : (m’, j, k) € valid}
7 om-recv; (accepted)

8: procedure validate(pending):
9: for each (m/,support, k') € pending with sender p;,
in increasing order of %', do
10: if ¥ = 1 then
11: if m’ is an initial state of the A process on p; then
12: add (m’, 7, 1) to valid and remove it from pending
13: else "k >1
14: if (m”, h, k' — 1) € valid for each m" € support with sender py,
and (v, j, ¥ — 1) € valid for some v
and m’ = transition 4 (7, v, support)
15: then add (m/, 7, &') to valid and remove it from pending

current state of that processor. The function transition (¢, s, R) returns the state of p;
resulting from applying algorithm A’s transition function when p; is in state s (which
encodes the round number) and accepts the set R of messages.

We would like to show that Algorithm 37 allows the identical Byzantine failure
model to simulate the omission failure model. Recall that the definition of simulation
from Chapter 7 is the following: For every execution « of the algorithm that is admis-
sible (i.e., fair, user compliant for the omission failures specification, and correct for
the identical Byzantine communication system), the restriction of o to the omission
failure interface satisfies the conditions of the omission failure model. However, the
omission failure model places an integrity condition on messages received by faulty
processes, as well as nonfaulty: Any message received must have been sent. Yet
the identical Byzantine model has no such condition: Messages received by faulty
processors can have arbitrary content. Thus there is no way to guarantee for all
the processes the illusion of the omission failure model in the presence of identical
Byzantine failures. Instead we weaken the definition of simulation so that it only
places restrictions on the views of the nonfaulty processes.

Communication system Cy simulates communication system Co with respect to the
nonfaulty processors when the environment algorithmis known if, for every algorithm
A whose bottom interface is the interface of Cs, there exists a collection of processes,
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Fig. 12.3 llustration for the definition of simulating with respect to the nonfaulty processors;
identical Byzantine simulates omission failures with respect to the nonfaulty processors.

one for each node, called Sim4 (the simulation program) that satisfies the following
(see Fig. 12.3):

1. The top interface of Sim is the interface of Cs.
2. The bottom interface of Sim is the interface of C;.

3. Let a be any execution of the system in which A is layered on top of Sim4 that
is correct for communication system C;. There must exist an execution 3 of
A that is correct for communication system Cy such that, informally speaking,
the nonfaulty algorithm A processes have the same views in J as they do in cv.
More formally, bot{3)| Pxr = bot 4 ()| Pxr, where Py is the set of processors
that are nonfaulty in o and bot 4 () is the restriction of « to the events of the
bottom interface of A.

We define execution J of A as follows. We have the same nonfaulty processors
in 3 as in . The execution /3 has the standard synchronous rounds structure.

The initial state of processor p; in £ is the content of any round 1 message from
p; that is validated by a nonfaulty processor in a. If no nonfaulty processor ever does
so, then p;’s initial state is arbitrary. By the definition of identical Byzantine, the
initial state of p; is well-defined—no two nonfaulty processors will validate different
round 1 messages from p;.

In round k of 3, processor p; broadcasts its current state and changes state
according to A depending on its current state and the messages accepted.

In round k of G, processor p; accepts message m from processor p; if and only if,
in &, some nonfaulty processor validates p;’s round & + 1 message claiming that p;
accepted m from p; in round k. Although it may seem counter-intuitive, a message
from p; is defined to be received in 3 only if some nonfaulty processor validates it in
the next round of «; later, we prove that messages sent by nonfaulty processors are
always received.
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First, we show that if a nonfaulty processor validates another processor’s round r
message in «, then by the next round every nonfaulty processor has done so, and the
contents of the message are consistent with the algorithm A state in S.

Lemma 12.3 If nonfaulty processor p; validates processor p;’s round r message m
in round k of o, then

1. Every nonfaulty processor validates p;’s round r message m by round k + 1
of a, and

2. m is the state of the algorithm A process at p; at the beginning of round 7 in

8.

Proof. First we prove Part 1.

Suppose nonfaulty processor p; validates processor p;’s round » message m in
round k of o. Then p; validates all messages in the support set of p;’s round r
message by round k. Furthermore, p; validates p;’s round r — 1 message v by round
k. Finally, m = transition 4 (j, v, support).

Processor p; is able to validate all these messages because it has received some set
S of messages. By theidentical Byzantine Nonfaulty and Faulty Liveness conditions,
every nonfaulty processor receives all the messages in S by round & + 1, and validates
p;’s round r message.

We prove Part 2 by induction on &.

Basis: k = 1. Suppose nonfaulty processor p; validates processor p;’s round =
message m in round 1 of &. Then r = 1, m is an initial state of p; in A, and p;
receives m as p;’s round 1 message in round 1. By definition, m is the state of p; at
the beginning of round 1 in 8.

Induction: k > 1. Suppose nonfaulty processor p; validates processor p;’s round
r message mm in round k of «v. Then p; validates all messages in the support set of
p; s round r message by round k. Furthermore, p; validates p;’s round r — 1 message
v by round k. Finally, m = transition 4 (j, v, support).

By the inductive hypothesis for Part 2, v is the state of p; at the beginning of round
r — 1 in 8. By the construction of 3, support is the set of messages received by p; in
round » — 1 of 3. Therefore, m is the state of p; at the beginning of round r of 5. [

Lemma 12.4 states that if a nonfaulty processor broadcasts a message in «, then
all the nonfaulty processors validate that message in the same round and the message
content is consistent with the algorithm A state in @. The proof relies on Lemma
12.3.

Lemma 12.4 If nonfaulty processor p; sends m as its round k message in «, then
1. Every nonfaulty processor validates p;’s round k message in round k of o, and

2. m is the state of the algorithm A process at p; at the beginning of round k in
.

Proof. We prove this lemma by induction on 4.
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Basis: k = 1. Suppose nonfaulty processor p; sends m as its round 1 message in
. Part 2: Since A is running on top of the simulation, the round 1 message for p;
is an initial state of p; in A. Part 1: By the identical Byzantine Nonfaulty Liveness
condition, p; receives p;’s round 1 message in round 1 and validates it.

Induction: k > 1. Suppose the lemma is true for & — 1. Suppose nonfaulty
processor p; sends m as its round k message in ¢.

Part 1: By the inductive hypothesis for Part 1, nonfaulty processor p; validates
pj’s round k£ — 1 message v in round k¥ — 1. By Lemma 12.3, Part 1, p; validates all
the messages in the support set for p;’s round & message by round k (since they are
validated by p; by round k — 1).

Finally, m = transition4 (j, v, support) and p; validates p;’s round & message.
The reason is that v is the state of the algorithm A process at p; at the beginning of
round k£ — 1 in «, by the inductive hypothesis for Part 2, and support is the set of
messages accepted by p; in round £ — 1.

Part 2 follows from the previous paragraph. 0

Lemma 12.5 uses the last two lemmas to show that 3 satisfies the omission
conditions.

Lemma 12.5 The execution (3 satisfies the definition of the omission model.

Proof. Integrity: Suppose p; accepts m from p; in round & of . Then in o, some
nonfaulty processor py, validates p;’s round k£ + 1 message claiming p; accepted m
from p; in round k. We must show that p; broadcast m in round & of 5.

Since pj validates p;’s round &k + 1 message, it validates all the messages in the
support set for p;’s round & + 1 message, including p;’s round & message containing
m. Since pj, validates p;’s round k message, by Lemma 12.3, Part 2, m is the state
of p; at the beginning of round % in 3. Thus p; broadcasts m in round & of 3.

Nonfaulty Liveness: Suppose nonfaulty processor p; broadcasts message m in
round & of 8. Let p; be any nonfaulty processor. We must show that, in «, some
nonfaulty processor py, validates p;’s round & + 1 message claiming that p; accepted
m from p; in round k.

By Lemma 12.4, Part 2, the algorithm A process at p; in « is in state n at the
beginning of round k. Thus p; broadcasts m in round % of . Thus p; sends m and
its support set to all processors in round & of «.

By Lemma 12.4, Part 1, p; validates p;’s round k£ message in round k of o. Thus
p;'s round k + 1 message m’ includes p;’s round k message m in its support set.

By Lemma 12.3, Part 1, pj, validates all the supporting messages for p;’s round
k + 1 message by round k& + 1 of o. By Lemma 12.4, Part 1, pj, validates p;’s round
k message v in round k. Finally, py validates p;’s round k + 1 message m’, since
m’ = transition 4 (j, v, support). The reason is that the following three facts are true:
v is the state of the algorithm A process at p; at the beginning of round % in « (by
Lemma 12.4, Part 2); support is the set of messages accepted by p; in round %; and
m' is the message broadcast by p; in round k of a. 1

We finish by showing that the application A processes on nonfaulty nodes have
the same views in o and J3.
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Lemma 12.6 bot(f3)| Pxr = bot 4 ()| Pyr.

Proof. Let p; be a nonfaulty processor. We must show that in each round, the
messages it receives from the underlying omission communication system in 3 are
the same as the messages it accepts in . Suppose p; receives message m from
processor p; in round k of 3. By the definition of 3, some nonfaulty processor py
validates p;’s round k 4 1 message in «, claiming that p; accepted m from p; in
round k. By the identical Byzantine Nonfaulty Integrity condition, p; really did send
this message to py,, and thus p; did accept 7 from p; in round k. t

The simulation has no overhead in rounds over the identical Byzantine—it just
requires some additional tests at the end of each round. However, the messages
sent by the simulation are significantly longer than messages sent by the identical
Byzantine simulation, because each message is accompanied by its support set. In
the worst case, the support set includes n messages, one from each processor, and
thus each message requires O(n - s) bits, where s is the maximum size of an algorithm
A message in bits.

‘We summarize this section with the following theorem:

Theorem 12.7 Using Algorithm 37, the identical Byzantine failure model simulates
the omission failure model with respect to the nonfaulty processors, when the environ-
ment algorithm of the omission system is known. The simulation adds no additional
rounds and multiplies the number of message bits (sent by a nonfaulty processor) by
n.

12.5 SIMULATING CRASH FAILURES ON TOP OF OMISSION
FAILURES

In this section, we make an additional step and show how to simulate crash failures in a
system with omission failures with respect to nonfaulty processors. The environment
algorithm need not be known. By combining this simulation with the simulations
described in the Sections 12.3 and 12.4, we can simulate crash failures with respect to
the nonfaulty processors in a system with Byzantine failures, when the environment
algorithm is known. (See Exercise 12.13.)

12.5.1 Definition of Crash

The formal definition of a synchronous message-passing communication system
subject to crash failures is the same as for the omission case, except that the conditions
to be satisfied are the following:

Integrity: Every message received by processor p; from processor p; inround k& was
sent in round & by p;.
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Nonfaulty Liveness: The message sent in round k by nonfaulty processor p; is re-
ceived by (faulty or nonfaulty) processor p; in round &.

Faulty Liveness: 1If processor p; fails to receive (faulty) processor p;’s round k mes-
sage, then no processor receives any message from p; inround % 4 1.

The Faulty Liveness condition implies that a faulty processor works correctly, sending
and receiving the correct messages, up to some round. The faulty processor might
succeed in delivering only some of its messages for that round. Subsequently, no
processor ever hears from it again.

When there is the potential for confusion, “send” is replaced with “crash-send”
and “recv”’ with “crash-recv.”

12.5.2 Simulating Crash

In both crash and omission failure models, processors fail by not sending (or receiv-
ing) some of the messages. However, in the crash failure model, once a processor
omits to send a message it does not send any further messages, whereas in the omis-
sion failure model, a processor may omit to send a message in one round, and then
resume sending messages in later rounds.

Our approach for simulating crash failures is by having a processor p; “‘crash”
itself if it omits a message. A processor crashes itself by sending a special {crashed)
message, with empty content, in every subsequent round, which is ignored by the
recipients.

How can processor p; detect that it has omitted to send a message? We require
processors to echo messages they receive; then, if some processor, say, p;, does not
echo p;’s message, then either p; omitted to send this message, or p; omitted to
receive this message. If p; receives less than n — f echoes of its message, then it
blames itself for not sending the message and crashes itself; otherwise, it blames p;
(and the other processors who did not echo the message) and continues.

Unfortunately, it is possible that p; is faulty and omits to send a message only to a
single nonfaulty processor, p;; it is also possible that p; will not even know this has
happened. (See Exercise 12.5.) To get around this problem, we require that n > 2.
In this case, if p; decides not to crash itself, that is, if it sees at least n — f echoes of
its own message, then, because n — f > f, at least one nonfaulty processor echoes
pi’s message. Processors accept any echoed message they receive, even if they did
not receive it directly. (See Exercise 12.6.)

Thus each round % of the crash failure model translates into two rounds of the
omission failure model, 2k — 1 and 2k, also denoted (k, 1) and (&, 2).

In the first round, a processor sends to all processors the message it is supposed
to broadcast. In the second round, processors echo the messages they have received.
If a processor receives an echo of its own message from less than n — f processors,
then it crashes itself (i.e., sends special crash messages in subsequent rounds). If a
processor receives an echo of a message it did not receive directly, it accepts it. The
pseudocode for the simulation appears in Algorithm 38,
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Algorithm 38 Simulating round & > 1 for crash failures on top of omission failures:
code for processor p;, 0 < i< n— 1.

I round (k, 1): in response to crash-send; (m):

2 om-send; ({init,m))

3: om-recv;(R)

4: S := { (echo,m’, 7} : (init,m') with sender p; is in R}

5: round (&, 2):

6: om-send; (.5)

7: om-recv;(R)

8: if < n — f messages in R contain (echo,m,) then crash self
9 crash-recv; ( {m’ with sender p; : {(echo,m’,j) is contained in

amessage in R} )

We will prove that this algorithm enables the omission failure model to simulate
the crash failure model with respect to the nonfaulty processors. We cannot show that
the omission failure model simulates the crash model for all processors. The reason
is that the crash Nonfaulty Liveness condition states that even faulty processors must
receive every message sent be a nonfaulty processor; yet in the omission model, the
faulty processors can experience receive omissions. However, unlike Section 12.4, the
environment algorithm need not be known. The definition of simulating with respect
to the nonfaulty processors is the same as the definition of (globally) simulating, from
Section 7.5, except that condition 3 becomes:

3'. Forevery execution o of Simthat is (C3, C; )-admissible, there exists a sequence
o € seq(Cy) such that 0| Par = top(a)| Pxp, where Py is the set of processors
identified as nonfaulty by the partition that exists since o is in seq(Cs).

Fix an admissible execution « of Algorithm 38 (i.e., it is fair, user compliant for
the crash specification, and correct for the omission communication system).

We will define a sequence o of crash events and then show that o satisfies the
specification of the crash system and that nonfaulty processors have the same views
in o and o,

The sequence o conforms to the basic round structure required by the definition
of the crash system. The message in the round & crash-send; event in ¢ is the same
as the message in the round & crash-send; event in ¢, for all £ and j. The set of
messages in the round & crash-recv; event in ¢ contains message m from p; if and
only if p; broadcasts m inround (k, 1) of & and either p; has not crashed by the end
of round (%, 2) of o or p; accepts a message from p; in round (%, 2) of a.

We first show, in Lemma 12.8, that nonfaulty processors never crash themselves
in «. Then we show, in Lemma 12.9, that the same messages are accepted at each
round in « and o by processors that have not yet crashed themselves in a. These
two lemmas are used to show, in Lemma 12.10, that o satisfies the crash properties.
Finally, Lemma 12.11 states that the application processes on nonfaulty nodes have
the same views in « and o.
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Lemma 12.8 If processor p; is nonfaulty, then p; never crashes itself in o.

Proof. 'We prove by induction on k that p; has not crashed by the beginning of round
(k, 1).

The basis, & = 1, follows because processes are initialized to be not yet crashed.

Suppose & > 1. By the inductive hypothesis, p; has not crashed by the beginning
of round (k — 1,1). Thus it sends an (init) message to all processors in round
(k — 1,1). All nonfaulty processors receive p;’s ({init) message, because of the
omission Nonfaulty Liveness condition, and echo it. Thus p; receives at least n — f
echoes for its own round & — 1 message and does not crash itself by the beginning of
round (%, 1). g

Lemma 12.9 For all k > 1, and every processor p; that has not crashed by the
beginning of round (k, 1) in o, the messages that p; accepts in round (k — 1,2) of a
are the same as the messages received by p; in round k — 1 of 0.

Proof. Suppose p; has not crashed itself by the beginning of round (k, 1). We will
show that the messages accepted by p; in round {(k — 1, 2) of « are the same as those
accepted in round & — 1 of o. Consider processor p;. It broadcasts m’ in round
(k — 1,2), and thus, by construction of &, it broadcasts m' in round k — 1 of o. By
the definition of &, p; receives m’ from p; inround & — 1 of ¢ if and only if p; has
not crashed by the end of round (k, 2) or p; accepted a message from p; in round
(k,2) of .

The only potential discrepancy between a and o is if p; does not accept the
message from p; in round (k — 1, 2) of , yet p; does not crash by the end of round
(k—1,2). Since p; does not crash, it receives at least n — f echoes for its own round
k — 1 message. Since, by assumption, p; does not yet crash either, it gets at least
n — f echoes for its own round £ — 1 message. Since p; does not accept p;’s round
k — 1 message, these echoes are from processors distinct from the processors that
echoed p;’s round k£ — 1 message.

Thus n, the total number of processors, must be at least 2(n — f), implying that
n < 2f, a contradiction.

Lemma 12.10 The sequence o satisfies the definition of the crash model.

Proof. [Integrity. Suppose p; accepts m from p; in round k of . By the definition
of o, p; broadcasts m in round (£, 1) of &. By construction, p; broadcasts mn in round
kofe.

Nonfaulty Liveness. Suppose nonfaulty processor p; broadcasts m in round % of
o. By construction of ¢, p; broadcasts m in round (k, 1) of «. Since p; is nonfaulty,
by Lemma 12.8 p; has not yet crashed itself, and thus it sends (init,m} inround (k, 1)
of . By the definition of o, p; accepts m from p; inround & of o.

Faulty Liveness. Suppose p; fails to accept p;’s round & message in o. Then by
the definition of o, p; has crashed itself by the end of round (&, 2) of @. Thus p; sends
only special crashed messages in round {k + 1,1) of «, and no processor accepts a
message from p; inround k& + 1 of o. O
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Finally, we must show that the nonfaulty processors have the same views in « as
in . We must show that the messages a nonfaulty processor receives in each round
of o are the same as the messages it accepts in the corresponding simulated round of
«. This is true because of Lemmas 12.8 and 12.9.

Lemma 12.11 o|Pyr = top(a)|{Pap

Similarly to Algorithm 36, the number of message bits sent by a nonfaulty pro-
cessor is O(n?(s +log n)), where s is the maximum size of an environment message
in bits. This implies the following simulation result.

Theorem 12.12 Using Algorithm 38, the omission failure model simulates the crash
failure model with respect to the nonfaulty processors, if n > 2f. Every simulated
round requires two rounds, and the number of message bits sent by a nonfaulty
processor is O(n?(s + logn)), where s is the maximum size of an environment
message in bits,

By combining Theorem 12.12 with Theorems 12.2 and 12.7, we obtain the fol-
lowing important simulation result,

Theorem 12.13 If n > 4f, the Byzantine failure model simulates the crash model
with respect to the nonfaulty processors when the environment algorithm is known.
Every simulated round requires four rounds, and the number of message bits sent by
a nonfaulty processor for simulated round k is O(n®(s + logn + log k) (s + logn)),
where s is the maximum size of an environment message in bits.

12.6 APPLICATION: CONSENSUS IN THE PRESENCE OF BYZANTINE
FAILURES

As a simple example, we apply the simulations developed in this chapter to derive
an algorithm for solving consensus in the presence of Byzantine failures. Recall
the very simple consensus algorithm that tolerates crash failures from Chapter 3
(Algorithm 15). This algorithm requires f + 1 rounds and messages of size n log |V|
bits, where | V| is the number of input values. We can run this algorithm together with
the simulation of crash failures in a system with Byzantine failures. By appealing to
Theorem 12.13, we have:

Theorem 12.14 Ifn > 4f, then there exists an algorithm that solves the consensus
problem in the presence of f Byzantine failures. The algorithm requires 4(f + 1)
rounds and messages of size O(n®(n|V| + logn + log f)(nlog |V | + log n)).

Note that this algorithm s inferior to Algorithm 16, which requires 2( f +1) rounds
and one-bit messages. (This algorithm also requires that n > 4f.) A simple way
to reduce the number of rounds required is to note that Algorithm 15 also tolerates
omission failures (see Exercise 12.7). Therefore, we can employ the simulation of
omission failures, which has smaller overhead (Theorems 12.2 and 12.7), to get:
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Theorem 12.15 Ifn > 4f, then there exists an algorithm thar solves the consensus
problem in the presence of f Byzantine failures. The algorithm requires 2(f + 1)
rounds and messages of size O(n®(nlog |V | + logn + log f)).

There is a simulation of identical Byzantine failures that requires only that n > 3 f
(Exercise 12.11); this implies a simulation of crash failures in a system with Byzantine
failures that only requires that » > 3f. This, in turn, implies:

Theorem 12.16 If n > 3f, then there exists an algorithm that solves the consensus
problem in the presence of [ Byzantine failures. The algorithm requires 3(f + 1)
rounds and messages of size O(n>(nlog|V| + logn + log f)).

12,7 ASYNCHRONOUS IDENTICAL BYZANTINE ON TOP OF
BYZANTINE FAILURES

We have seen simulations of crash failures in a system with more severe failures—
omissions or even Byzantine failures. These simulations applied to the synchronous
model; similar simulations exist also for the asynchronous model, but they are fairly
restricted and can only be applied to deterministic algorithms. Because many inter-
esting problems, for example, consensus, have only non-deterministic fault-tolerant
solutions in asynchronous systems, even in the presence of the most benign failures,
the benefit of such simulations is rather limited. More useful is the asynchronous
version of Algorithm 36, which simulates identical Byzantine failures in the presence
of Byzantine failures. This simulation works for any algorithm and is not restricted
to deterministic algorithms; as we shall see later (in Chapters 13 and 14), this makes
it particularly helpful in designing clock synchronization algorithms for Byzantine
failures and randomized asynchronous algorithms for consensus in the presence of
Byzantine failures.

12.7.1 Definition of Asynchronous ldentical Byzantine

The definition of the identical Byzantine fault model for the synchronous case in
Section 12.3.1 refers explicitly to round numbers, and therefore, it has to be altered
in order to fit the asynchronous model. We replace the reference to specific rounds
with the requirement for eventual delivery.

In the synchronous model, processors could broadcast different messages at dif-
ferentrounds. It was guaranteed that, for each round, at most one message is accepted
from each processor. In the asynchronous model, there is no similar notion of round.
Instead, we assume that each processor assigns distinguishing tags to the messages
it broadcasts.

The definition of asynchronous identical Byzantine is the same as for the asyn-
chronous crash point-to-point system in Chapter 8, except that the event names are
id-send and id-recv; each message sent and received has the format (m, &), where
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m is the message content and k is the tag, and the conditions to be satisfied are the
following:

Uniqueness: There is at most one id-send;(*, &) event, for each ¢ and k. This is a
restriction on the inputs from the environment.

Nonfaulty Integrity: If nonfaulty processor p; receives (m, k) from nonfaulty pro-
cessor p;, then p; sent (m, k).

Faulty Integrity (Identical Contents): If nonfaulty processor p; receives (m, k) from
processor p, and nonfaulty processor p; receives (m’, k) from py, then m =

m’.

No Duplicates: Nonfaulty processor p; receives only one message with tag & from
Pj-

Nonfaulty Liveness: If nonfaulty processor p; sends (m, k), then nonfaulty processor
p; receives (m, k) from p;.

Faulty Liveness (Relay): 1f nonfaulty processor p; receives (m, k) from (faulty) pro-
cessor py, then nonfaulty processor p; receives (m, k) from py,.

These latter five conditions are analogous to those in the synchronous case (cf.
Section 12.3), but with no reference to rounds.

12.7.2 Definition of Asynchronous Byzantine

We want to simulate the asynchronous identical Byzantine fault model specified in
Section 12.7.1 in an asynchronous point-to-point system subject to (unrestricted)
Byzantine failures. In this subsection we define the implementation system.

The definition of the asynchronous Byzantine model is the same as for the
asynchronous crash point-to-point system in Chapter 8, except that the conditions to
be satisfied are the following;:

Nonfaultry Integrity: 1f nonfaulty processor p; receives m from nonfaulty processor
p;, then p; sent m to p;.

No Duplicates: No message sent is received more than once.

Nonfaulty Liveness: If nonfaulty processor p; sends m to nonfaulty processor p;,
then p; receives m from p;.

When there is the potential for confusion, “send” is replaced with “Byz-send” and
“recv” with “Byz-recv.”
12.7.3 Simulating Asynchronous ldentical Byzantine

The synchronous algorithm for simulating identical Byzantine failures (Algorithm 36)
can be modified to work in the asynchronous case; this simulation also assumes that



ASYNCHRONOUS IDENTICAL BYZANTINE ON TOP OF BYZANTINE FAILURES 271

Algorithm 39 The asynchronous identical Byzantine simulation:
code for processor p;, 0 < i< n— 1.

1:  when id-send;(m, k) occurs:

2: enable Byz-send;({init,m,k)) to all processors
3. when Byz-recv;((init,m,k)) from p; occurs:
4: if first-echo(k, 7) then enable Byz-send;({echo,m,k, 7)) to all processors
5:  when Byz-recv;({echo,m,k,j)) occurs:
6. num := number of copies of {echo,m,k,j) received so far
from distinct processors
7: if num > n — f and first-ready(k, j) then
8: enable Byz-send;(({ready,m,k, j}) to all processors

9: when Byz-recv;({ready,m,k, j)) occurs:

10: num = number of copies of {ready,m,k,j} received so far
from distinct processors

11: if num > n — 2 f and first-ready(k, j) then

12: enable Byz-send;({ready,m,k,j}) to all processors
13: if num > n — f and first-accept(k, j) then
14: enable id-recv;(m, k) from p;

n > 4f. We do not present this simulation here, and leave it as an exercise to the
reader (Exercise 12.10). Instead, we present another simulation that only requires
thatn > 3 f, but uses three types of messages. Interestingly, this implementation can
be modified to work in the synchronous model (Exercise 12.11).

To broadcast a high-level message (m, k). the sender, p;, sends a message
{init,m,k} to all processors (including itself). Processors receiving this init mes-
sage act as witnesses for this broadcast and send a message (echo,m,k,) to all
processors. Once a processor receives n — f echo messages, it notifies the other
processors it is about to accept (1, k) from p;, by sending a (ready,m,k,7) message.
Once a processor receives n — f (ready,m, k,i) messages, it accepts (m, k) from p;.
In addition, if a processor receives n — 2f ready messages, it also sends a ready
message.

The pseudocode appears in Algorithm 39. The function first-echo(k, j) returns
true if and only if the processor has not already sent an echo message with tag k
for p;; first-ready(k, j) returns true if and only if the processor has not already sent
a ready message with tag k for p;; first-accept(k, ) returns true if and only if the
processor has not yet accepted a message from p; with tag &.

We now show that the latter five properties of asynchronous identical Byzantine
faults are satisfied by this algorithm. The following lemma and theorem are with
respect to an arbitrary admissible execution « (i.e., it is fair, user compliant for the
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asynchronous identical Byzantine specification, and correct for the asynchronous
Byzantine communication system).

Lemma 12.17 If one nonfaulty processor sends (ready,m,k,h) and another non-
Saulty processor sends (ready,m’,k,h'), then m must equal m’.

Proof. Suppose in contradiction m # m’. Let p; be the first nonfaulty processor
to send {ready,m,k,h). Since p; can only receive ready messages from the f faulty
processors up till this point and f is less than n — 2f, p; received at least n — f
(echo,m,k,h) messages. At least n — 2f of these are from nonfaulty processors.

Similarly, p;, the first nonfaulty processor to send (ready,m’,k,h), received at
least n — 2f (echo,m’,k,h) messages from nonfaulty processors.

Since each nonfaulty processor sends only one echo message for & and £, the total
number of nonfaulty processors, n — f, must be at least 2(n —2f), implying n < 3f,
a contradiction.

Theorem 12.18 The latter five conditions for asynchronous identical Byzantine are
satisfied.

Proof. Nonfaulty Integrity: Suppose nonfaulty processor p; accepts (m, k) from
nonfaulty processor p;. Thus p; receives at least n — f (ready,m,k,j) messages, at
least n — 2f of which are from nonfaulty processors. Let pp be the first nonfaulty
processor to send (ready,rn,k,7). Then pj cannot have received n — 2f ready
messages already, since n — 2f > f (recall thatn > 3f) and up till now only faulty
processors have sent (ready,m.k,j). Thus pj receives at least n — f {(echo,m,k,j)
messages, at least n — 2f of which are from nonfaulty processors. A nonfaulty
processor only sends (echo,m,k,j) if it receives (init,m,k) from p;. Since p; is
nonfaulty, p; did broadcast (m, k).

Faulty Integrity (Identical Contents): Suppose nonfaulty processor p; accepts
(m, k) from processor p, and nonfaulty processor p; accepts (m’, k) from p,. As-
sume for contradiction that m # m/. Thus p; receives at least n — f (ready,m,k,h)
messages, at least n — 2f of which are from nonfaulty processors. Similarly, p;
receives at least n — f (ready,m’,k,h) messages, at least n — 2f of which are from
nonfaulty processors. But this violates Lemma 12.17.

No Duplicates: This condition is ensured by the first-accept check in the code.

Nonfaulty Liveness: Suppose nonfaulty processor p; broadcasts (m, k). Then p;
sends (init,m, k) to all processors and every nonfaulty processor p; receives {init,m, k).
This is the first init,+,k) message that p; has received from p; by the uniqueness
condition. Thus p; sends (echo,m,k,i) to all processors.

Every nonfaulty processor p; receives at least n — f (echo,m,,{) messages. So
pj receives at most f (echo,m’,k,i) messages for any m’ # m. Since f < n — f
(recall n > 3f), p; sends (ready,m, k,1).

Every nonfaulty processor p; receives at least n — f (ready,m,k,i) messages, so
p; receives at most f (ready,m’,k,i) messages for any m’ # m. Since f < n — f,
p; accepts (m, k) from p;.



ASYNCHRONOUS IDENTICAL BYZANTINE ON TOP OF BYZANTINE FAILURES 273

Faulty Liveness (Relay): Suppose nonfaulty processor p; accepts (m, k) from
pi. Then p; receives at least n — f (ready,m,k,h) messages, meaning that at least
n — 2f nonfaulty processors send (ready,n,k,h). Thus every nonfaulty processor
pj receives at least n — 2 f (ready,m,k,h) messages, By Lemma 12.17, p; does not
send (ready,m’,k,h), with m’ # m, and therefore, p; sends (ready,m,k,h). Thus
every nonfaulty processor receives at least n— f (ready,m, k,h) messages and accepts
(m, k) from p. O

It is easy to calculate the number of messages sent by nonfaulty processors. When
a nonfaulty processor p; broadcasts m, each nonfaulty processor sends one echo
message to every processor, and then each nonfaulty processor sends one ready
message to every processor. Hence, the simulation requires nonfaulty processors to
send a total of O(n?) point-to-point messages per original broadcast message. The
total number of bits is calculated as for Algorithm 36. We leave the time complexity
analysis as an exercise to the reader (Exercise 12.12). To summarize:

Theorem 12.19 The asynchronous Byzantine failures model simulates the asyn-
chronous identical Byzantine failures model, if n > 3f. The number of messages
sent by nonfaulty processors for each broadcast is O(n?) and the total number of bits
is O(n%(s + log n + logk)), where s is the size of m in bits. A message broadcast
by a nonfaulty processor is accepted within O(1) time.

Exercises

12.1 Show that there is no loss of generality in assuming that at each round a
processor sends the same message to all processors.

12.2 Show that assuming processors are nonfaulty and the network corrupts mes-
sages is equivalent to assuming processors are faulty and the network does
not corrupt messages.

12.3 Explain why the following synchronous algorithm does not solve the con-
sensus problem: Each processor broadcasts its input using Algorithm 36.
Each processor waits for two rounds and then decides on the minimum value
received.

12.4 Show how to reduce the size of messages in the synchronous simulation of
identical Byzantine failures (Algorithm 36).

12.5 What happens in the simulation of crash failures on omission failures (Sec-
tion 12.5) if n < 277

12.6 In the simulation of crash failures on omission failures (Section 12.5), why
do we need processors to accept messages echoed by other processors?

12.7 Prove that the algorithm for consensus in the presence of crash failures (Al-
gorithm 15) is correct even in the presence of omission failures.
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12.8 Show a simulation of crash failures on top of send omission failures that
assumes only that n > f. (Informally speaking, in the send omission failure
model, a faulty processor can either crash permanently at some round or at
intermittent rounds, the message it sends can fail to be delivered to some of
the other processors.)

12.9 Show how to avoid validation of messages and use the simulation of identical
Byzantine on top of Byzantine to get a simulation of Algorithm 15 with smaller
messages.

Hint: Note that in this algorithm, messages include a sequence of processor
identifiers and the support are messages with prefixes of this sequence.

12.10 Modify the algorithm of Section 12.3.2 to simulate asynchronous identical
Byzantine faults using only two types of messages. Assume n > 4f. What
is the asynchronous time complexity of this algorithm?

12.11 Modify the algorithm of Section 12.7.3 to simulate synchronous identical
Byzantine faults assuming n > 3 f and using three rounds for each simulated
round.

12.12 Show that the time complexity of Algorithm 39 is OO(1). That is, a message
broadcast by a nonfaulty processor is received by all nonfaulty processors
within O(1) time.

12.13 (a) Show that if A can simulate B, then A can simulate B with respect to the
nonfaulty processors.

(b) Show that if A can simulate B with respect to the nonfaulty processors,
then A can simulate B with respect to the nonfaulty processors when the
environment algorithm is known.

(c) Show that if A can simulate B according to one definition and B can
simulate C' according to another definition, then A can simulate C' according
to the weaker of the two definitions.

Chapter Notes

The identical Byzantine model is a variant on authenticated broadcast of Srikanth
and Toueg [246]. Our simulation of the identical Byzantine model, which assumes
n > 4f, as well as the validated broadcast and the simulation of omission failures
on top of crash failures, are all based on the work of Neiger and Toueg [198]. The
asynchronous simulation of identical Byzantine was first introduced by Bracha [60],
which is also the source of the simulation presented here.

For the synchronous model, the first simulation of the type considered in this
chapter, of crash failures on top of send omission failures, was given by Hadzilacos
[128]. However, this simulation is not completely general and relies on certain
assumptions on the behavior of faulty processors. The best (in terms of message and
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time complexity) simulations of crash failures on top of Byzantine failures are due to
Bazzi and Neiger [47, 46]. Their work contains a thorough study of the cost of such
simulations, including lower bounds and trade-offs, in terms of the rounds overhead
and the ratio of faulty processors tolerated.

Omission failures of the type considered here are sometimes called general omis-
sion failures, defined by Perry and Toueg [210]. Two specific types of omission
failures—send omission, in which faulty processors only fail to send messages, and
receive omission, in which faulty processors only fail to receive messages—have
been suggested by Hadzilacos [128].

For the asynchronous model, a general simulation of crash failures on top of
Byzantine failures was given by Coan [84]. It applies only to deterministic algorithms
in a restricted form. One of Coan’s contributions is an asynchronous simulation of
identical Byzantine failures, assuming n > 4f; this is the origin of Neiger and
Toueg’s synchronous simulation we presented here (Algorithm 36); the paper [84]
contains the solution to Exercise 12.10.
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13

Fault-Tolerant Clock
Synchronization

We now consider the problem of keeping real-time clocks synchronized in a dis-
tributed system when processors may fail. This problem is tantalizingly similar to
the consensus problem, but no straightforward reductions are known between the
problems.

In this chapter, we assume that hardware clocks are subject to drift. Therefore, the
software clocks may drift apart as time elapses and subsequent periodic resynchro-
nization is necessary. Now the clock synchronization problem has two parts: getting
the clocks close together initially and keeping them close together.

In this chapter we focus on the problem of keeping the clocks close together,
assuming that they are initially close. First, we show that, as for consensus, to solve
the problem, the total number of processors, n, must be more than 3 f, where f is the
maximum number of faulty processors. Then we present an algorithm for solving the
problem in the presence of Byzantine failures. The algorithm is first described for a
simpler fault model, and then fault-tolerant simulations from Chapter 12 are applied.

13.1 PROBLEM DEFINITION

As in Chapter 5, we have n processors in a fully connected network, in which the
message delays are always in the range [d - u, d], for some constants d and u. Each
processor p; has hardware clock HC; (%), adjustment variable adj;, and adjusted clock
AC; (t) = HC,'(t) -+ adj; (t)

However, we now allow the possibility that up to f of the processors may exhibit
Byzantine failures.

277
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Fig. 13.1 Dirift of a hardware clock.

We also consider the complications introduced when the hardware clocks can drift
from real time. We assume that hardware clocks stay within a linear envelope of the
real time; that is, there exists a positive constant p (the drift) such that each hardware
clock HC; satisfies the following property (see Fig. 13.1):

Bounded Drift: For all times ¢; and 15, {3 > 11,
(1+4p)7 (t2 — t1) < HCi(t2) — HCi(t1) < (L4 p)(tz — 11).

The difference between hardware clocks of nonfaulty processors grows at a rate
which is bounded by p(2 + p)(1 + p)~* (see Exercise 13.1).

Because hardware clocks can drift away from real time, either by gaining or
losing time (or both), processors must continually resynchronize their clocks in order
to keep them close. In this chapter we focus on the problem of keeping the clocks
close together, assuming they begin close together. (Contrast this with the problem
studied in Chapter 6, which was to get the clocks close together in the first place.)

We wish to guarantee that processors’ clocks stay close to each other, assuming
that they begin close to each other. To formalize the initialization assumption, we put
an additional restriction on the definition of admissible execution, stating that at real
time O, the adjusted clocks of nonfaulty processors are within some bound B of each
other. The amount B can be considered a parameter to the definition of admissible;
the closeness of synchronization achievable may depend on B, the initial closeness.
We require the following:

Clock Agreement: There exists a constant ¢ such that in every admissible timed
execution, for all times ¢ and all nonfaulty processors p; and p;,

IACH(t) — AC;(1)] < ¢
A trivial solution would be to set all adjusted clocks to 0; to rule this out, we require

that clocks stay within a linear envelope of their hardware clocks; formally this is
stated as:
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Clock Validity: There exists a positive constant v such that in every admissible timed
execution, for all times ¢ and every nonfaulty processor p;,

(1477 (HC(t) — HCi(0)) < AC(t) — ACi(0) < (1+7)(HC:(t) — HC:(0))

The clock validity condition states that the change in the adjusted clock since the
beginning of the execution must be within a linear envelope of the change in the
hardware clock since the beginning of the execution. Notice the difference from the
hardware clock drift condition, which was a constraint on the instantaneous rate: The
adjusted clock can change discontinuously, and therefore we can bound the change
only over a long period. The clock validity condition is stated with respect to the
hardware clocks, not real time. However, as Exercise 13.2 asks you to show, if the
adjusted clock is within a linear envelope of the hardware clock and the hardware
clock is within a linear envelope of real time, then the adjusted clock is within a linear
envelope of real time, albeit a larger envelope.

The goal is to achieve clock agreement and validity with ¢ and + that are as small
as possible. Intuitively, the validity parameter, «, cannot be smaller than the validity
of the hardware clocks captured by p.

An algorithm for maintaining synchronized clocks will instruct processors to take
actions periodically. A mechanism is needed for a processor to program itself to take
a step when its hardware clock reaches a certain value. This ability is modeled by
assuming that each processor p; has a special state component timer; that it can set.
For an execution to be admissible, each processor must take a step once its hardware
clock reaches the current value of its timer.

13.2 THE RATIO OF FAULTY PROCESSORS

In this section, we show that there can be no algorithm to satisfy clock agreement
and clock validity if n < 3 f; this result holds for any constants ¢ and ~, regardless
of their specific values.

We will prove this result using ideas similar to two we have already seen, namely,
shifting of executions (used to prove the lower bound on closeness of synchronization
in Chapter 6) and specifying faulty behavior with a big ring (used to prove the n > 3 f
lower bound for consensus in Chapter 5).

Before proving the lower bound, we need a result similar to one we used to show
the lower bound on the closeness of synchronization; if both hardware clocks and
message delays are altered appropriately, processors cannot tell the difference. In
Chapter 6, the alteration was to add certain quantities to the real times of occurrences,
resulting in a shifted execution. Here we will multiply the real times by a certain
quantity, resulting in a scaled execution.

Definition 13.1 Ler o be a timed execution with hardware clocks and let s be a real
number. Define scale(q, s) to be the execution obtained by multiplying by s the real
time associated with each event in .
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Lemma 13.1 states the relationships between the clocks and between the message
delays in a timed execution and its scaled version.

Lemma 13.1 If « is a timed execution then in o’ = scale(a, s),

(a) HC/(t) = HC;i(t/s) for all times t, where HC; is p;’s hardware clock in o and
HC} is p;’s hardware clock in o, and

(b) AC{(t) = AC;(t/s) for all times t, where AC; is p;’s adjusted clock in o and
AC/ is p;’s adjusted clock in o, and

(c) If a message has delay § in o, then it has delay s - § in o

Proof. The first two properties follow directly from the definition of scaling. For
the last property, consider message m sent at real time ¢, and received at real time ¢,
in o. Then in o it is sent at real time s - ¢, and received at real time s - t,.. Thus its
delayina’iss- (¢, — ;). O

If HC; is a linear function, then the factor of 1/s can be brought out of the argument
to the function, and we have HC/(t) = HC;(t)/s.

If s is larger than 1, then the hardware clocks slow down and message delays
increase. If s is smaller than 1, then the hardware clocks speed up and message
delays decrease. The scaled execution may or may not be admissible, because
message delays and drifts may be too large or too small; however, we still have the
following result:

Lemma 13.2 If a timed execution « satisfies the clock agreement condition with
parameter € or the clock validity condition with parameter + for a set of processors,
then the same is true in o' = scale(a, s), forany s > 0.

Proof. Suppose o satisfies the clock agreement condition for processors p; and p;.
Denote p;’s adjusted clock in o by AC; and p;’s adjusted clock in a’ by AC/. By
Lemma 13.1 (b), for any time ¢:

|AC; (t) — AC}(t)] = |ACi(t/s) — AC;(t/s)]

Since the adjusted clocks of p; and p; satisty the clock agreement condition in a,
AC; and AC; are within € for every argument, including t/s, and the result follows.

Next, suppose « satisfies the clock validity condition for processor p;. By
Lemma 13.1 (b), for all times ¢:

AC;(t) — AC/(0) = ACi(t/s) — ACi(0/s)
Since the adjusted clock of p; satisfies the clock validity condition in «,
ACi(t/s) —ACi(0/s) < (14 7)(HCi(t/s) — HCi(0/s))
which by Lemma 13.1 (a) is equal to
(1+~)(HC{(t) - HC/(0))
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Fig. 13.2 Assignment of local algorithms in the big ring in the proof of Theorem 13.3.

The lower bound on AC{ () — AC;(0) is proved analogously. t

The main result of this section is that no algorithm can guarantee clock agreement
and clock validity, if n < 3 f. We only prove the special case when f = 1, and leave
the general case as an exercise.

The proof requires that u, the uncertainty in the message delay, not be too small;
specifically, © must be at least d(1 — (1 + p)~*). Itis probably not clear at this point
why this assumption is necessary, but it enables certain calculations to work out in
the proof. Because typically p is on the order of 1075, this assumption is reasonable.

Theorem 13.3 No algorithm can guarantee clock agreement and clock validity for
f=landn =3, ifu>d(l1—(1+p)~?).

Proof. Suppose in contradiction there is such an algorithm forn = 3 and f = 1,
guaranteeing clock agreement and validity with constants ¢ and ~. Let A; be the
(local) algorithm run by p;, for i = 0, 1, 2. Choose a constant k£ such that

1. %k is a multiple of 3 and
2 (149)7 1+ p)2¢D > 144

The reasons for these conditions on & will be pointed out as they arise.

Consider a ring network of & processors, py through px_,, in which for each 4,
0 <1< k—1, p; runs local algorithm A; ;.4 3 (see Figure 13.2). Here is where we
use the fact that & is a multiple of 3.

We now specify a timed execution F of thisring. In 8, foreach 7, 0 <7< k-1
(see Fig. 13.3):

e The hardware clock of p; is HC;(t) = t(1 4 p)*~%
¢ The adjusted clock of p; equals 0 at time 0, i.e., AC;(0) = 0 and

e The delay of every message between p; and p(i—1) mod & (in both directions)
isd(1+p)¥ 4 for0<i<k-1

We cannot claim that /3 satisfies the clock synchronization properties because the
network has more than three processors and is not fully connected; moreover, the
hardware clock drifts and message delays are not all admissible. However, we will
be able to make some deductions about the behavior of 4, by showing that pieces
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Fig. 13.3 Timed execution 3 of the big ring in the proof of Theorem 13.3.

of the ring “look like” certain systems in which the algorithm is supposed to behave
properly.

Lemma 13.4 states that the adjusted clocks of two adjacent processors in the timed
execution 3 of the ring satisfy the clock agreement condition and each adjusted clock
in  satisfies the clock validity condition. The statement of the clock validity condition
is simplified because the hardware clocks and adjusted clocks are all initially 0.

Lemma 13.4 For all times t:
(a) AG;(t) — AC; 1 ()| < ¢ foralli, 0 < i<k — 2 and
(b) (1+7)"'HC;(t) < AC;(t) < (1 4+ y)HC;(t), foralli,0 < i<k —1

Proof. Fix i, 0 < i < k — 2. Take processors p; and p; 1 from the big ring and put
them in a three-processor ring (which is also fully connected) with a third processor
that is faulty in such a way that it acts like p;—; from the big ring toward p; and acts
like p; 4o from the big ring toward p;4; (see Fig. 13.4). The hardware clock times
of p; and p;11 and the message delays for messages to and from p; and p;4; are the
same as in the big ring’s timed execution 3. Call the resulting timed execution a.

As was done in the proof of Theorem 5.7, a simple induction can be used to show
that p; and p;4; have the same views in « as they do in the timed execution of the
big ring and thus they have the same adjusted clocks.

Let o = scale(a, (1 + p)~?%) (see Fig. 13.5).

We will now verify that o/ is admissible. By Lemma 13.1 (a), p;’s hardware clock
incois

HC}(t) = HGi(t(1+ p)*) = (1 + p)

By Lemma 13.1 (a), p;4-1’s hardware clock in o’ is
HC4y(8) = HCiys(4(1 + o)) = t(1 + )

By Lemma 13.1 (c), the message delays between the faulty processor and p;4;
are d(1 4 p)~%(1 + p)?0+2)=4 which equals d. Similarly, the message delays
between p;y1 and p; are d(1 + p)~2, and the message delays between p; and the
faulty processor are d(1 + p)~*. The assumption that v > d(1 — (1 4 p)~*) ensures
that all message delays are between d — u and d.

Since o is admissible, the clock agreement and clock validity conditions hold for
the adjusted clocks of p; and p;1; in o’. Lemma 13.2 implies that these conditions
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Fig. 13.4 A triangle based on the ring, for the proof of Lemma 13 4; gray node is faulty.
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Fig. 13.5 Scaling the triangle by (1 + p) ™.

also hold in «. Since p; and p;,1 have the same adjusted clocks in « as in f, the
lemma follows. [}

We can now complete the main proof. Repeated application of Lemma 13.4 (a),
implies the following inequalities:

ACy(t) ACL(t) + ¢

ACg(t) + 26

IN AN N A

ACk_1(t) + (k — 1)e
Rearranging the terms produces:
ACp_1(t) > ACy(t) — (k — e

Lemma 13.4 (b) implies that ACy(t) > (1 + v)~'HCy(t), and the definition of 3
implies that HC(t) = (1 + p)**~VHC,_1(t). Thus

AC_1(t) > (1 +4)7 (1 + p)**"VHC, 1 (8) = (k = 1)e
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Lemma 13.4 (b) implies that
ACk-1(t) < (14 7)HCr_1(t)
The last two inequalities are combined to show:
(147)7 (14 p)*=DHC (1) — (k= 1)e < (14 7)HCh_1 (1)
Rearranging produces:
(14 7)1+ 925D — (14 7)) HCk1 (1) < (k— 1)e

HCj;_ increases without bound as ¢ grows, and by choice of &, (1 + 7)"1 {1+
p)E=1) (14 =) is positive. (This is where we need the second condition in the
definition of k.) Thus the left-hand side of the inequality increases without bound.
Yet the right-hand side, (k — 1)e, is a constant, which is a contradiction. O

The case when f > 1 is proved by reduction to this theorem, as was done in
Theorem 5.8; the details are left to an exercise.

13.3 A CLOCK SYNCHRONIZATION ALGORITHM

We start with an algorithm tolerating f timing failures, in which nonfaulty processors
fail either by crashing or by having hardware clocks whose drift exceeds the bounds
given in the Bounded Drift condition and thus run faster or slower; the algorithm
requires n > 2f. Later, we discuss how to modify the algorithm to handle identical
Byzantine failures. Finally, the simulation of identical Byzantine failures in a totally
asynchronous system, from Chapter 12, is used. The latter simulation requires
n > 3 f, matching the bound proved in Section 13.2.

13.3.1 Timing Failures

The algorithm proceeds in synchronization epochs. A processor starts the kth syn-
chronization epoch by broadcasting a message of the form (k), when the value of
its adjusted clock is k - P, for some constant P that will be specified below. P will
be chosen to ensure that the start of the (k + 1)st synchronization epoch is still in
the future, according to the newly adjusted clock. When a processor receives f + 1
messages of the form (k), it sets its adjusted clock to be k - P + z. The value of =
will be specified and explained shortly; its value will ensure that the adjusted clocks
are never set backwards.

We assume that the adjusted clocks are initialized so that at time O, the adjusted
clock of every nonfaulty processor is between z and © + d(1 + p). Thus the initial
closeness of synchronization must be at most d(1 + p) in every admissible execution.

Assume we have picked P > z + d(1 + p).

The pseudocode appears in Algorithm 40; it uses the basic reliable broadcast
algorithm of Chapter 8 (Algorithm 23).
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Algorithm 40 A clock synchronization algorithm for drift and timing failures:
code for processor p;, 0 < i< n—1.

Initially £ = 1 and count]r] = 0, for all r

whenAC =% - P /I time for kth synchronization epoch
1. be-send({k),reliable)

when be-recv((r),j,reliable) occurs

2 count[r] .= count[r] + 1

3: if count[k] > f + 1 then

4 AC:=k -P+=z // modify adj to accomplish this
5: k:=k+1

Because P > x + d(1 + p) and £k is initialized to 1, the nonfaulty processors’
adjusted clocks at the beginning of an admissible execution have not yet reached the
time to perform Line 1.

To prove that the algorithm satisfies agreement and validity with some constants
¢ and v, which will be determined below, we look at the times processors broadcast
their (k) messages.

The following real times are defined for all k > 1:

s ready, denotes the first time a nonfaulty processor broadcasts a (k) message,
starting the kth synchronization epoch

e begin;, denotes the first time a nonfaulty processor evaluates the condition in
Line 3 to be true and sets its adjusted clock to k - P + z in Line 4

s endy denotes the last time a nonfaulty processor evaluates the condition in
Line 3 to be true and sets its adjusted clock to k - P + z in Line 4.

Let endy = 0 (see Fig. 13.6).

Pe

P

bi

readyk begink endy read‘y,c +1

Fig. 13.6 Synchronization epochs.
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The Faulty and Nonfaulty Liveness properties of reliable broadcast ensure that if
one nonfaulty processor receives f+ 1 messages of the form (k), then eventually every
nonfaulty processor will receive those f + 1 messages of the form (k). Because the
liveness properties are ensured in the simulation of reliable broadcast (Algorithm 23)
by relaying messages immediately, those f + 1 messages of the form (k) will be
received within d time of when the first nonfaulty processor receives them. Thus we
have the following lemma:

Lemma 13.5 Forallk > 1, end, < begin, + d.

Let p; be the first nonfaulty processor to start its kth synchronization epoch, and
set its adjusted clock to k - P 4+ z. By Lemma 13.5, all nonfaulty processors set their
adjusted clock to the same value at most d time later. During this time p;’s adjusted
clock gains at most d(1 + p), implying the following lemma:

Lemma 13.6 For all k > 1 and for any pair of nonfaulty processors, p; and p;,
|AC;(end) — AC;(endy)| < d(1+ p).

Note that the above lemma is true by the initialization assumption for & = Q.

A nonfaulty processor broadcasts (k) at time & - P on its adjusted clock, that is,
P — z time on its clock after it has started the (£ — 1)st epoch. Thus all nonfaulty
processors broadcast (k) messages at most (P — x)(1 + p) real time after endy_;.
Because n > 2f, all nonfaulty processors will get f 4+ 1 messages of the form (k) at
most d real time later, and will start their next synchronization epoch. Therefore, we
have the following lemma:

Lemma 13.7 Forallk > 1, end;, < endi—1 + (P~ z)(1 + p) + d.

Because of the lower bound on P, we can prove that the start of the next synchro-
nization epoch is still in the future:

Lemma13.8 Forallk > 1, endy_y < ready, < begin,,.

Proof. ByLemma 13.6, the maximum value of a nonfaulty adjusted clock at endj, .1
is (k—1)P+x+d(1+p), which, by the constrainton P, is less than (k—~ 1) P+ P =
kP. Since readyy, is the earliest real time when a nonfaulty adjusted clock reaches
kP, endy .1 < ready,,.

To prove the second inequality, note that a nonfaulty processor starts the kth epoch
only after receiving (k) messages from at least f + 1 processors, at least one of which
is nonfaulty. O

Choose ¢ = pP(2+ p) + 2d.
Together with the lower bound on P stated above, this implies that

P> (3d+pd)(1 —2p—p?)7!

Lemma 13.9 shows that the adjusted clock of a nonfaulty processor is never set
backwards, because z is chosen large enough.
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adjusted X :
clock ; “k+1)P+=

ACi(?) kP o+ +d(1+ p)+
(P —z)(1+p) +d)(1+p)

kP + x+§
d(1+ p)
1 |
endy _endi 1 real time
t
(P—z)(1+p)+d

Fig. 13.7 p;’s adjusted clock is not set backwards.

Lemma 13.9 For each nonfaulty processor p;, AC;i(t) is a nondecreasing function

of t.

Proof. The only situation in which this lemma might be violated is in the execution
of Line 5. Let ¢ be the real time at which p; executes Line 5 to begin epoch k& + 1.
The value of processor p;’s epoch k adjusted clock at time ¢ is maximized if it has the
maximum value k P+ +d(1+ p) at time endi, p; runs at the maximum rate 1 + p until
time endy, 1, and end), 1 1 occurs as late as possible (see Fig. 13.7). Thus the maximum
value of p;’s epoch k adjusted clock attime t is k P+ + (( P —z) (1 +p) +2d) (1 +p)-
At time £, p;’s epoch £ + 1 clock is set to (k + 1) P + z.
To check that

EP+ae+((P-2)l+p)+2d)(1+p)<(k+1)P+a
it is sufficient to show that
(P=z)(1+p) +2d)(1+p) <P
By the choice of 2, (P — z)(1 + p) 4 2d)(1 + p) is equal to
(P = (pP(2+ p) + 2d))(1 + p) + 2d)(1 + p)
which is less than
((P = (pP(2+ p)(1 + p)"% + 2d))(1 + p) + 2d)(1 + p)

which is less than P. O

We now prove clock agreement, for ¢ = d(1 + p) + (1 + p) — d. Given the
definition of &, € is equal to 2d + 3pd + 2pP plus terms of order p2. (When p has
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adjusted

ot E /(k + )P +e+d(l+p)
k)P E

kP + z+

/;«P )14 p) + L4 )
kP 5 i

i ! i
endy begin, . ; end 1 real time
i

— d
(P—z)1+4+p)+d

Fig. 13.8 Proof of Lemma 13.10: Epoch & clock and epoch & + 1 clock.

a typical value of 10~, terms of order p? are negligible.) To minimize ¢, P must
be chosen to be as small as possible; in this case, ¢ is slightly more than 2d + 9pd
plus terms of order p?, when p is small. However, there are some disadvantages
associated with making P very small—in particular, more resources are taken up by
the clock synchronization procedure, because resynchronization messages are sent
more often.

Lemma 13.10 (clock agreement) For any time t > 0 and any two nonfaulty pro-
cessors p; and p;, |AC;(t) — AC;(t)| < e.

Proof. We partition time into intervals between end points and prove the lemma for
any time ¢, 0 < ¢ < endy, by inductionon k. ’

Since clocks are initially synchronized, the lemma holds for the base case, & = 0,
that is, for time §. So, assume the lemma holds for k, that is, for any time ¢,
0 <t < endy.

First, we consider the case when both processors, p; and p;, have already done
the (k£ + 1)st synchronization; that is, AC; and AC; are both epoch % + 1 clocks. By
Lemma 13.6, their difference is at most d(1 + p), which is less than ¢.

Next we consider the case when one processor, say, p;, has already done the
(k + 1)st synchronization, but the other, p;, has not; that is, AC; is an epoch £
clock and AC; is an epoch k + 1 clock. Since clocks are never set backward by
Lemma 13.9, the difference between them is maximized at real time endy . if AC;
issetto (k 4+ 1) P +  at beging 1 and has the maximum rate, AC; is set to kP +  at
end), and has the minimum rate, and endj, .1 occurs as late as possible (see Fig. 13.8).
Exercise 13.6 asks you to verify that the difference between the clocks is at most €.

Last we consider the case when both processors, p; and p;, have yet not done the
(k + 1)st synchronization; that is, AC; and AC; are both epoch & clocks. They are
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Fig. 13.9 Proof of Lemma 13.10: Epoch & clocks.

maximally far apart at real time endi 1 if AC; has the minimum value kP + « at
real time end;, and has the minimum rate (1 + p)~!, AC; has the maximum value
kP +xz + d(1+ p) at endy and has the maximum rate (1 + p), and endj 1 occurs as
late as possible (see Figure 13.9). Exercise 13.7 asks you to verify that the difference
between the clocks is at most €. O

We now show the clock validity condition, namely, that the adjusted clocks do
not deviate too much from the hardware clocks. Let vy = P(1 + p)*(P —z)~! - 1.
Simple algebraic manipulations show that

1
y==-1+2+/

where ¢ = 1 — p(2 + p) — 2d/ P. In the common case when p is small and P is large
relative to d, ¢ is slightly less than 1, and thus -}; — lis close to 0. Because p? is also
extremely small, « is approximately 2p. The rate of the adjusted clocks with respect
to real time is approximately (1 4+ 2p)(1 + p), which is roughly 1 + 3p, ignoring
terms of order p?. Thus the drift of the adjusted clocks is roughly three times that of
the hardware clocks.

Lemma 13.11 (clock validity) For all times t and every nonfaulty processor p;,
(14+7)~1(HCi(t) - HCi(0)) < ACi(t) — ACi(0) < (14 ) (HCi(t) — HCi(0))

Proof. AC,; runs at the same rate as HC; except for when Line 5 is executed.

By Lemma 13.9, AC; is never set backwards. Thus the change in AC; during the
real time interval [0, ¢] is always at least equal to the change in the corresponding
hardware clock HC;, and clearly

(1 + 7)Y (HCi(t) — HC;(0)) < AG;(t) — ACi(0)
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(This condition holds for any v > —1.)

We now have to consider how much faster AC; can go than HC;. Consider the
real time ¢ when AC; is set to kP + z, for any k. The change in AC; during the real
time interval [0, ¢] is at most kP + ¢ — ¢ = kP. That s,

AC;(t) — AC;(0) < kP

The change in HC; during the same real time interval is minimized if we assume
that each of the k resynchronization epochs takes the minimum amount of real time,
(P —z)(1+4 p)~', and HC; has the slowest rate, (1 + p)~1. Thus the change in HC;
is at least k(P — 2)(1 + p)~2%. That is,

B(P — 2)(1+ p) 2 < HCi(t) — HCi(0)
Therefore, to show that
AC;i(t) — ACi(0) < (1 4+ 7)(HCi(t) — HC:(0))
it suffices to show that,
kP < (14+7)k(P —z)(1+p)~2

which follows by simple algebraic manipulations (see Exercise 13.8). !

To summarize, we have:

Theorem 13.12 Algorithm 40 satisfies the clock agreement and clock validity con-
ditions with
e=d(l+p)+(pP2+p)+2d)(1+p)—d

and
7= P(L+p)*(P = (pP(2+p) +2d)) " — 1

aslongas P > (3d+pd)(1—2p—p*)7!, inthe presence of f < n/2 timing failures.

13.3.2 Byzantine Failures

In the algorithm just presented, all communication between processors is via the reli-
able broadcast primitive. The particular simulation that we assumed in Section 13.3.1,
Algorithm 23, works for asynchronous crash failures, and thus it works for timing
failures. However, it does not work for Byzantine failures.

To get a clock synchronization algorithm that tolerates Byzantine failures, we can
develop a simulation of reliable broadcast that tolerates Byzantine failures and use it
in Algorithm40. We will develop this simulation in two steps (a similar development
appears in Chapter 14, for the randomized consensus algorithm in the presence of
Byzantine failures).

First, to go from identical Byzantine failures to the timing failure model, we can
employ a validation procedure as in Chapter 12. The validation makes the messages
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longer and causes some additional local computation, but these changes do not affect
the performance analysis of the clock synchronization algorithm.

Second, to go from Byzantine failures to identical Byzantine failures we use the
asynchronous simulation (Algorithm 39) from Chapter 12. This simulation affects
the performance of the clock synchronization algorithm in two ways. One impact
is that the number of processors, n, must now be greater than 3f, instead of only
greater than 2f. The other impact is that in the definitions of € and « for the clock
agreement and validity conditions, every occurrence of d must be replaced by 3d.
The reason is that three “rounds” of communication are required in Algorithm 39 for
each simulated “round.”

13.4 PRACTICAL CLOCK SYNCHRONIZATION: IDENTIFYING FAULTY
CLOCKS

The Internet standard Network Time Protocol (NTP) provides synchronized clocks.
Certain nodes in the system are identified as time servers. Time servers are classified
as primary or secondary — primaries get their time from a reference source, such as
a satellite, whereas secondaries get their clock times from either a primary or other
secondaries. Time servers are organized conceptually into a hierarchy based on how
many hops they are away from a primary server; this distance is called the stratum of
the server. When a path goes down between two time servers, the strata, or shortest
path distances from a primary, are recalculated.

Time servers exchange timestamped messages periodically in order to estimate
round trip delays, clock offsets, and error (cf. Section 6.3.6); filtering is applied to
reduce timing noise. When a node wants to update its local clock, it selects an
appropriate subset of its neighboring time servers; the choice of subset is made by
an algorithm that has been carefully optimized on the basis of experimental data
and depends on the strata of the neighbors, among other things. Finally, the offsets
estimated for this subset are combined to calculate a new value for the local clock.
The algorithms in NTP have been carefully tailored to work well with the statistical
behavior of links in the Internet.

One of the interesting algorithms in NTP is that for choosing which set of clock
values will be combined to compute a clock update. Like the algorithm presented
in this chapter, the possibility of Byzantine failures (i.e., processors with arbitrarily
faulty clocks) is considered. When a processor p; obtains an estimate of the difference
between its clock and that of another processor p;, itactually gets an interval in which
the difference lies. Given a set of m such time intervals, up to f of which might
represent values of faulty clocks, the processor must choose a subset of time intervals
to use in the combining step. The time intervals that are discarded when the subset
is chosen should be those that have (relatively) bad data, that is, that came from
processors with faulty clocks. The assumption is that nonfaulty clocks are close to
real time, and thus their time intervals will be relatively close to each other. As a
result, one way to identify bad time intervals is to see which ones are not sufficiently
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close to enough other time intervals. In particular, the NTP algorithm finds the
smallest interval I that contains the midpoint of at least m — f time intervals. The
time intervals that intersect the interval I are then used in the combining stage.

Exercises

13.1

13.2

13.3

134
13.5

13.6

13.7

13.8

13.9

Prove that the rate at which two hardware clocks of nonfaulty processors drift
from each other is p(2 + p)(1 + p)~1; that is, prove:
max |HC;(At) — HC;(At)]

<p2+p)(1+p)7"

Show that if the hardware clock is within a linear envelope of real time and
the adjusted clock is within a linear envelope of the hardware clock, then the
adjusted clock is within a linear envelope of real time.

Calculate the validity parameter of the adjusted clocks with respect to real
time, as a function of p and ~.

What happens to Theorem 13.3 if there is no drift?
What happens to the result? That is, if there is no drift but there are Byzantine
failures, do we need n > 3 f to keep the adjusted clocks synchronized?

Prove that if o’ = scale(a, s), then o = scale(o/, ).

In the text it was shown that clock synchronization is impossible for three
processors, one of which can be Byzantine. Extend this result to show that n
must be larger than 3 f, for any value of f (not just f = 1).

Hint: Do not try to modify the previous proof. Instead use a reduction, as in
the proof of Theorem 5.8.

Complete the second case in the proof of Lemma 13.10 by showing that the
difference between a nonfaulty epoch % clock and a nonfaulty epoch k + 1
clock is never more than .

Complete the third case in the proof of Lemma 13.10 by showing that the
difference between two nonfaulty epoch & + 1 clocks is never more than ¢.

Complete the algebra in the proof of Lemma 13.11 by showing that
kP < (14 7)k(P —2)(14p)7?

Show that the reliable broadcast simulation of Algorithm 23 does not work in
the presence of Byzantine failures.

13.10 Work out the details sketched at the end of Section 13.3.2 for handling Byzan-

tine failures in the clock synchronization algorithm and the effect on the
performance.

Try to find ways to reduce the cost of validating the messages of this algorithm.
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Chapter Notes

The problem of synchronizing clocks in the presence of Byzantine faults was first
posed by Lamport and Melliar-Smith [162]. The lower bound on the number of
processors, shown in Section 13.2, was first proved by Dolev, Halpernand Strong [94].
The proof presented here was developed by Fischer, Lynch and Merritt [109], who
also proved that the connectivity of the topology graph must be at least 2f + 1.

The clock synchronization algorithm presented in Section 13.3 is based on an
algorithm of Srikanth and Toueg [245], which uses authenticated broadcast. It is
similar in flavor to the algorithm of Dolev et al. [93]. Srikanth and Toueg also prove
that that the clock validity parameter, v, must be larger than or equal to hardware
clocks’ drift bound, p; they show how to modify the algorithm to get v+ = p. The
clock agreement parameter, ¢, obtained in the algorithm of Dolev et al. is smaller
than the parameter obtained in the algorithm of Srikanth and Toueg, presented here.

Welch and Lynch [260] and Mahaney and Schneider [178] designed algorithms
based on approximate agreement, a problem defined in Chapter 16. In their sem-
inal paper, Lamport and Melliar-Smith [162] presented algorithms based on using
algorithms for consensus.

For some applications, discontinuities in the adjusted clock are undesirable; for
instance, jobs that are supposed to begin automatically at certain times might be
skipped when the clock is set forward. If adjusted clocks can be set backwards, as
is the case in some algorithms, then some activities might be done twice, or a later
event might be timestamped before an earlier one. These problems can be eliminated
by amortizing the necessary adjustment over an interval of time, as suggested by
Lamport and Melliar-Smith [162].

Solutions to the problem of achieving synchronization initially in the presence of
faults are presented in [93, 245, 260]. Some of the literature on clock synchronization
is described in the survey of Simons, Welch, and Lynch [242]. Other papers appear
in the collection edited by Yang and Marsland [263].

The Network Time Protocol, described in Section 13.4, was developed by Mills [186,
187]. Marzullo and Owicki [180] proposed the idea of intersecting time intervals to
discard faulty clock values.
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14

Randomization

Previous chapters concentrated on specific problems (Part I) or on simulations be-
tween specific models of computation (Part II); this chapter concentrates on a specific
type of distributed algorithms, which employ randomization. Randomization has
proved to be a very powertful tool for designing distributed algorithms {as for many
other areas). Randomization often simplifies algorithms and, more importantly, al-
lows us to solve problems in situations where they cannot be solved by deterministic
algorithms, or with fewer resources than the best deterministic algorithm.,

This chapter extends the formal model to include randomization and describes
randomized algorithms for three basic problems: leader election, mutual exclusion,
and consensus.

For all three problems, randomization allows us to overcome impossibility results
and lower bounds, by relaxing the termination conditions or the individual liveness
properties (in the case of mutual exclusion).

14.1 LEADER ELECTION: A CASE STUDY

This section has the dual purpose of demonstrating a simple but powerful application
of randomization and developing the formal definitions relating to randomization.

14.1.1 Weakening the Problem Definition

A randomized algorithm is an algorithm that has access to some source of random
information, such as that provided by flipping a coin or rolling dice. More formally,

297
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we extend the transition function of a processor to take as an additional input a
random number, drawn from a bounded range under some fixed distribution. The
assumption of a fixed distribution suffices for all algorithms we present in this chapter.
Many other probability distributions can be implemented using this type of coin (by
appropriate mappings).

The addition of random information alone typically will not affect the existence
of impossibility results or worst-case bounds. For instance, even if processors have
access to random numbers, they will not be able to elect a leader in an anonymous
ring or solve consensus in fewer than f + 1 rounds in all (admissible) executions.

However, randomization in conjunction with a judicious weakening of the problem
statement is a powerful tool for overcoming limitations. Usually the weakening
involves the termination condition (for instance, a leader must be elected with a
certain probability) while the other conditions are not changed (for instance, it should
never be the case that two leaders are elected).

Randomization differs from average case analysis of a deterministic algorithm. In
average case analysis, there are several choices as to what is being averaged over.
One natural choice is the inputs. (Other possibilities in systems that have some degree
of uncertainty are the interleavings of processor steps, the message delays, and the
occurrences of failures.) There are two difficulties with this approach. One is that
determining an accurate probability distribution on the inputs (not to mention the
processor scheduling, the message delays, or the failure events) is often not practical.
Another drawback is that, even if such distributions can be chosen with some degree
of confidence, very little is guaranteed about the behavior of the algorithm on a
particular input. For instance, even if the average running time over all inputs is
determined to be small, there still could be some inputs for which the running time
is enormous.

In the randomized approach, more stringent guarantees can be made. Because the
random numbers introduce another dimension of variability even for the same inputs,
there are many different executions for the same input. A good randomized algorithm
will guarantee good performance with some probability for each individual input.
Typically the performance of a randomized algorithm is defined to be the worst-case
probability over all inputs.

The simplest use of randomization is to create initial asymmetry in situations
that are inherently symmetric. One such situation is anonymous rings (studied in
Chapter 3). Recall that in anonymous rings, where processors do not have distinct
identifiers, it is impossible to elect a unique leader {Theorem 3.2). This impossibility
result holds even for randomized algorithms. However, a randomized algorithm can
ensure that a leader is elected with some probability. Thus we can solve a variant of
the leader election problem that relaxes the condition that eventually a leader must
be elected in every admissible execution.

The relaxed version of the leader election problem requires:

Safety: In every configuration of every admissible execution, at most one processor
is in an elected state.

Liveness: At least one processor is elected with some nonzero probability.
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The safety property has to hold with certainty; that is, the algorithm should never elect
two leaders. The liveness condition is relaxed, and the algorithm need not always
terminate with a leader, rather, it is required to do so with nonzero probability. (We
will spend some time exploring exactly how to define this probabilistic condition.)

Analgorithm that satisfies this weakened liveness condition can fail to elect a leader
either by not terminating at all or by terminating without a leader. As demonstrated
below, these two ways to express liveness are typically related, and one can be traded
off against the other.

14.1.2 Synchronous One-Shot Algorithm

First, let us consider synchronous rings. There is only one admissible execution
on an anonymous synchronous ring for a deterministic algorithm. For a randomized
algorithm, however, there can be many different executions, depending on the random
choices.

The approach we will use to devising a randomized leader election algorithm
is to use randomization to create asymmetry by having processors choose random
pseudo-identifiers, drawn from some range, and then execute a deterministic leader
election algorithm.

Not every deterministic leader election algorithm can be employed. Regardless
of the method used for generating the pseudo-identifiers, there is always a chance
that they are not distinct. The deterministic leader election algorithm must guarantee
that at most a single processor terminates as a leader even in this case. Also, it is
important that the algorithm does not freeze when all processors choose the same
pseudo-identifier. Finally, it is helpful if the deterministic leader election algorithm
detects that no leader was elected.

A simple deterministic leader election algorithm with these properties is the follow-
ing. Each processor sends a message around the ring to collect all pseudo-identifiers.
When the message returns (after collecting n pseudo-identifiers), a processor knows
whether it is a unique maximum or not.

The pseudocode appears in Algorithm 41.

In this algorithm, the pseudo-identifier is chosen to be 2 with probability 1 /n and
1 with probability (1 — 1/n), where n is the number of processors on the ring. Thus
each processor makes use of its source of randomness exactly once, and the random
numbers are drawn from the range [1..2].

The set of all possible admissible executions of this algorithm for fixed ring size
n contains exactly one execution for each element of the set R = {1,2}™. That is,
by specifying which random number, 1 or 2, is obtained by each of the n processors
in its first step, we have completely determined the execution. Given an element R
of R, we will denote the corresponding execution by exec(R).

We would like to make some claims about the probabilistic behavior of this
algorithm. These claims reduce to claims about the random choices.
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Algorithm 41 Randomized leader election in an anonymous ring:
code for processor p;, 0 < i< n— 1.

1: initially // spontaneously or upon receiving the first message
) .. [ 1 withprobabilityl — £ .

2: id; = { 2 with probability % n /I choose pseudo-identifier

3: send (id;) to left

4: uponreceiving (S) from right

5: if [S| = n then /I your message is back

6: if id; is the unique maximum of & then become elected  // the leader

7: else become non-elected // a nonleader

8: else // concatenate your id to the message and forward

9: send (S - id;) to left

Let P be some predicate on executions, for example, at least one leader is elected.
Then Pr[ P] is the probability of the event

{R € R : exec(R) satisfies P}

When does the randomized leader election algorithm terminate with a leader?
This happens when a single processor has the maximum identifier, 2. The probability
that a single processor draws 2 is the probability that n — 1 processors draw 1, and one
processor draws 2, times the number of possible choices for the processor drawing

2, that s,
n 1 1 n—1 1 n—1

The probability ¢ is greater than (1 — %)”, which converges from above to e~
increases, where e is the constant = 2.71....

It 1s simple to show that every processor terminates after sending exactly » mes-
sages (Exercise 14.1); moreover, at most one processor terminates in an elected state
(Exercise 14.2). In some executions, for example, when two processors choose the
pseudo-identifier 2, no processor terminates as a leader. However, the above analysis
shows that this happens with probability less than 1 — 1/e. We have shown the
following theorem:

Lasn

Theorem 14.1 There is a randomized algorithm that, with probability ¢ > 1/e,
elects a leader in a synchronous ring; the algorithm sends O(n?) messages.

14.1.3 Synchronous lterated Algorithm and Expectation

It is pleasing that the probability of termination in Algorithm 41 does not decrease
with the ring size n. However, we may wish to increase the probability of termination,
at the expense of more time and messages.
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The algorithm can be modified so that each processor receiving a message with n
pseudo-identifiers checks whether a unique leader exists (in Lines 5-7). If not, the
processor chooses a new pseudo-identifier and iterates the algorithm. We will show
that this approach amplifies the probability of success.

We can either have the algorithm terminate after some number of iterations and
experience a nonzero probability of not electing a leader or iterate until a leader is
found and risk that the algorithm does not terminate.

Let us consider the second option in more detail. In order to repeat Algorithm41,
each processor will need to access the random number source multiple times, in fact,
potentially infinitely often. To completely specify an execution of the algorithm,
we will need to specify, for each processor, the sequence of random numbers that it
obtains. Thus R now becomes the set of all n-tuples, each element of which is a
possibly infinite sequence over {1, 2}.

For the iterated algorithm, the probability that the algorithm terminates at the end
of the kth iteration is equal to the probability that the algorithm fails to terminate in
the first & — 1 iterations and succeeds in terminating in the kth iteration. The analysis
in Section 14.1.2 shows that the probability of success in a single iterationis ¢ > 1/e.
Because the probability of success or failure in each iteration is independent, the
desired probability is

(1—c)lc

This probability tends to O as k tends to oo; thus the probability that the algorithm
terminates with an elected leader is 1.

We would now like to measure the time complexity of the iterated algorithm.
Clearly, a worst-case analysis is not informative, since in the worst case the required
number of iterations is infinite. Instead, we will measure the expected number of
iterations. The number of iterations until termination is a geometric random variable
whose expected valueis ¢~ < e. Thus the expected number of iterations is less than
three.

In general, the expected value of any complexity measure is defined as follows.
Let T be a random variable that, for a given execution, is the value of the com-
plexity measure of interest for that run (for instance, the number of iterations until
termination). Let E[7'] be the expected value of T', taken over all B € R. That is,

E[T]= ) z-Pr[T=¢z]

x is avalue of T’

Note that by the definition of Pr[ P] above, this is ultimately taking probabilities
over .
With this definition, we have the following theorem:

Theorem 14.2 There is a randomized algorithmthat elects a leader in a synchronous
ring with probability I in (1/¢) - n < e - n expected rounds; the algorithm sends
O(n?) expected messages.
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14.1.4 Asynchronous Systems and Adversaries

Now suppose we would like to find a randomized leader election algorithm for
asynchronous anonymous rings. Even without the random choices, there are many
executions of the algorithm, depending on when processors take steps and when
messages arrive. To be able to calculate probabilities, we need a way to factor out
the variations due to causes other than the random choices. That is, we need a way to
group the executions of interest so that each group differs only in the random choices;
then we can perform probabilistic calculations separately for each group and then
combine those results in some fashion.

The concept used to account for all the variability other than the random choices is
an adversary. An adversary is a function that takes an execution segment and returns
the next event that is to occur, namely, which processor receives which pending
messages in the next step. The adversary must satisfy the admissibility conditions for
the asynchronous message-passing communication system: Every processor must
take an infinite number of steps and every message must eventually be received. The
adversary can also control the occurrence of failures in the execution, subject to the
relevant admissibility conditions.

An execution of a specific anonymous leader election algorithm is uniquely deter-
mined by an adversary A and an element R € R; it is denoted exec(A, R).

We need to generalize the definitions of Pr[ P] and E[7] from the previous
subsections. Given a particular adversary .4, Prq [ P] is the probability of the event
{R € R : exec(A, R) satisfies P}. Similarly,

Ea[T] = Z :::-PI‘A[T::L']

wisavalueof T

The performance of the algorithm overall is taken to be the worst over all possible
adversaries. Thus the liveness condition for leader election is that there is a nonzero
probability of termination, for every adversary:

Liveness: There exists ¢ > 0 such that Pry [aleader is elected] > ¢, for every
(admissible) adversary A.

Similarly, the expected number of iterations until termination taken by the algorithm
over all possible adversaries is defined to be

E[T] = maxEa[T]

where T is the number of iterations. E [T'] is a “worst-case average.”

Exercise 14.4 asks youto verify that both the one-shot and the iterated synchronous
leader election algorithms have the same performance in the asynchronous case as
they do in the synchronous case. The reason is that the adversaries actually cannot
affect the termination of these algorithms. Once the pseudo-identifiers are chosen,
the ability of the algorithm to terminate in that iteration is completely unaffected by
the message delays or processor step times.
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However, in most situations the adversary can have a great deal of impact on the
workings of a randomized algorithm. As we shall see below, the interaction among
the adversary, the algorithm, and the random choices can be extremely delicate.

Sometimes it is necessary to restrict the power of the adversary in order to be able
to solve the problem. Formally, this is done by defining the input to the function
modeling the adversary to be something less than the entire execution so far.

For example, in message-passing systems, a weak adversary cannot look at the
contents of messages; it is defined as a function that takes as input the message pattern
(indicating who sent messages to whom so far and when they were received, but not
including the contents of the messages).

In shared memory systems, where the output of the adversary is just which proces-
sor takes the next step, a weak adversary cannot observe the local states of processors
or the contents of the shared memory. (Such an adversary is sometimes called
oblivious.)

14.1.5 Impossibility of Uniform Algorithms

The randomized leader election algorithms considered so far have all been nonuni-
form, that is, they depend on n, the number of processors in the ring. Theorem 14.3
states that knowing n is necessary for electing a leader in an anonymous ring, even for
a randomized algorithm. In fact, this impossibility result holds even if the algorithm
only needs to guarantee termination in a single situation.

Theorem 14.3 There is no uniform randomized algorithm for leader election in a
synchronous anonymous ring that terminates in even a single execution for a single
ring size.

We only sketch the proof of this theorem. Assume there exists such a uniform
randomized leader election algorithm A. Consider some execution, «, of A on an
anonymous ring with n processors, qq, . . ., g, 1, In which processor ¢; is elected as
leader. Such an execution exists by assumption. Note that (the description of) the
execution includes the outcomes of the random choices of the processors.

Now consider another execution, g, of A on an anonymous ring with 2n processors,
Po, - -+, Pan—1, Which is a “doubling” of &. Thatis, forany ¢ = 0,...,n — 1, the
events of p; and p,4; in § are the events of g; in «, including the random choices,
with the same interleaving (see Fig. 14.1, for n = 4). The execution g is possible
because processors are anonymous, so we can have p; and py, 44 take the same steps.
However, in 3, both p; and p,, 4 are elected as leaders. This violates the requirement
that only a single leader is elected.

14.1.6 Summary of Probabilistic Definitions

In this subsection, we finish generalizing our definitions and summarize them all.
Our running example so far has been leader election in anonymous rings. Because
any anonymous ring algorithm has a single initial configuration, we have seen no
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Fig. 14.1 llustration for the proof of Theorem 14.3; n = 4.

impact of the initial configuration on the behavior of randomized algorithm. In the
general case, though, an algorithm can have multiple initial configurations. The
initial configuration is a third source of variability in the behavior of a randomized
algorithm, in addition to the random choices and the adversary.

An execution of a specific algorithm is uniquely determined by an adversary A4,
an initial configuration Cy, and an element R € R; it is denoted exec(A, Cy, R). (R
is determined by the domain from which the random choices of the algorithm are
drawn.)

Let P be some predicate on executions. For fixed adversary A and initial configura-
tion Cy, Pra, ¢, [ P] isthe probability of theevent { R € R : exec(A, Cy, R) satisfies P}.
A and Cy may be omitted when they are clear from the context.

The expected value of any complexity measure is defined as follows. Let 7" be a
random variable that, for a given execution, is the value of the complexity measure
of interest for that run. For a fixed admissible adversary .A and initial configuration
Coy, let E 4,¢c,[T] be the expected value of T, taken over all R € R. That is,

Eac,[Tl= ) @ Prac[T=c¢]

z is a value of T

Sometimes, we are interested in the probability that a complexity measure (especially
the time complexity) is smaller than some quantity, that is, in Prg ¢, [T < ¢]. In
many cases (depending on the distribution of 77}, this quantity and the expected value
of T" are related.

Define the expected value of a complexity measure for an algorithm, E{T], to
be the maximum, over all admissible adversaries .4 and initial configurations Cj, of
Ea,c, [T]. Because the maximum is taken over all initial configurations, we get to
pick the worst inputs for the algorithm for each adversary.
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14.2 MUTUAL EXCLUSION WITH SMALL SHARED VARIABLES

In Chapter 4, we have seen that any deterministic mutual exclusion algorithm for n
processors with k-bounded waiting requires a shared variable with at least Q(log n)
bits (Theorem 4.4). A randomized algorithm can reduce the number of shared bits
required for mutual exclusion while still being fair to all processors, by guaranteeing
that a processor has probability ©(1/n) of succeeding in each attempt to enter the
critical section; the algorithm uses only a constant-size shared variable. The number
of attempts is measured in terms of the number of steps a processor takes after moving
into the entry section and until entering the critical section. This section outlines this
algorithm and points out its intricacies, demonstrating the delicate interplay between
the adversary and the algorithm’s random choices.

The adversary does not have access to the contents of the shared variable or to the
local states of the processors, but it can observe the interaction of the algorithm with
the environment. That is, the adversary can tell which of the four sections, entry,
critical, exit, or remainder, each processor is currently in.

The algorithm consists of phases, each happening between successive entries to
the critical section. Each phase is partitioned into two stages, which determine which
processor will enter the critical section next. While the critical section is not free,
there is a drawing stage, during which each processor wishing to enter the critical
section draws a ticket. The winner of the lottery in the drawing stage is the processor
that draws the highest ticket; if more than one processor draws the highest lottery
ticket, then the first one to draw this ticket (by the actual time of the drawing) is
the winner. When the critical section becomes free, the winner of the lottery is
discovered in a notification stage. The winning processor enters the critical section,
and the drawing stage of the next phase begins.

Assume that each contending processor draws a ticket according to the lottery
used in the previous section (for leader election): 1 with probability 1 — % and 2 with
probability % A calculation similar to the one in the previous section shows that the
probability that a specific processor p; is the only one that draws the maximal ticket
is at least 2, for the same constant ¢ > 0. This fact can be used to bound the number
of attempts a processor needs to execute until entering the critical section. Clearly,
the range of lottery tickets is constant (independent of n), and the maximal ticket
drawn so far can be kept in a shared variable of constant size.

It is possible that several processors see themselves as candidates; in particular, if
1 is drawn before 2 is drawn, then the first processor to draw 1 and the first processor
to draw 2 are both candidates. The notification stage is used to pick the winner among
candidates.

The argument bounding the chances of a specific processor to enter the critical
section depends on having each processor draw a ticket at most once in each phase.
One way to guarantee this property is to keep the phase number in the shared
variable and have the winner of the phase (the processor entering the critical section)
increment it. Then, a processor can limit itself to draw at most one ticket in each
phase by drawing a ticket only if the current phase is larger than the previous phase
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in which it participated. A processor can remember this phase number in a local
variable.

The problem with this solution is that phase numbers are unbounded and cannot
be kept in a constant-size shared variable. Instead, we employ a single random phase
Bit. This bit is set by the processor entering the critical section to be either 0 or 1
with equal probability. We modify the lottery scheme described above, so that only
processors whose previous phase bit is not equal to the shared phase bit may draw a
ticket. In the new lottery:

Pr[p; wins] = Pr|[p; wins | p; draws a ticket] - Pr[p; draws a ticket]

and by the above argument,

1

n 2
for the same constant ¢ > (). Therefore, the probability that a processor p; is the only
processor that draws the maximal ticket is at least <, for some constant ¢’ > 0.

We can now suggest an algorithm that uses a shared read-modify-write variable
with the following components:

io

Pr[p; wins] >

Free: A flag indicating whether there is a processor in the critical section
Phase: The shared phase bit

Max: A two-bitvariable containing the maximum ticket drawn (so far) in the current
lottery: 0, 1 or 2.

In addition, each processor p; has the following local variables:
last;: The bit of the last phase the processor participated in
ticket;: The last ticket the processor has drawn

The pseudocode appears in Algorithm 42. Processors use read-modify-write oper-
ations, which are executed atomically and without interference from other processors.
Lines 1-10 are executed as a single atomic read-modify-write, in which a processor
first decides whether to execute the drawing or the notification stage and then per-
forms all the necessary assignments. When entering the critical section, a processor
marks the critical section as not free, sets the phase bit and resets the maximal ticket
for the next lottery, and initializes its own ticket (Lines 11-14).

Mutual exclusion is guaranteed by the Free component of the shared variable,
which serves as a lock on the critical section (similarly to the shared variable V' in
Algorithm 7).

It may seem that there are at most two candidates in each phase (the first processor
that draws 1 and the first processor that draws 2). However, because the algorithm uses
only a single bit for the phase number and because losers are not always notified, there
may be more than two candidates in a phase. Consider, for example, the following
execution:
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Algorithm 42 Mutual exclusion algorithm with small shared variables:
code for processor p;, 0 < i< n—1.

(Entry): // drawing stage
1: iflast # Phase then // didn’t participate in this phase
» g 1

2 ticket = { ; 31:2 g;gzzztg _171;— n // draw a ticket
3: last := Phase // remember this phase number
4: if (ticket > Max) then /I p; is a candidate in this phase
5: Max := ticket

6: else ticket := 0 /1 p; lost

// notification stage

7:  wait until Free = true

8: if ticket # Max then /1 p; lost the lottery
9: ticket := ()

10: goto Line 1 // try again

// have the critical section, but clean up first
11: Free := false

. _ [ 0 with probability £
12: Phase “{ 1 with probability 1
13: Max =10
14: ticket =0
{Critical Section)

(Exit):

15: Free :=true

In some phase with bit 0, p; is the first to draw a 1 ticket and p; is the first to
draw a 2 ticket. In the notification stage, p; is scheduled first, initializes a new phase,
and enters the critical section. When p; is scheduled next, the phase bit is again 0,
and the critical section is free. If no processor drew a 2 ticket so far in this phase,
then p; will execute its notification stage and observes that its ticket is equal to max;
therefore, p; enters the critical section.

Although this kind of behavior is unpredictable, it does not violate the expected
bounded waiting property. Scenarios of the type described before affect only phases
in which the highest ticket drawn is 1; however, the analysis of the lottery considered
only the case where the winner draws 2. Thus the behavior of a winner with a 1 ticket
does not influence the above analysis.

There is, however, a possibility that the adversary can make the algorithm violate
the bounded waiting property. If the adversary wishes to bias against some processor
Pk, it can let p; take steps only in phases in which there are processors with high
lottery values. This decreases pi’s probability of winning the lottery and violates
the bounded waiting property. The adversary could easily have done this if it had
full knowledge of the execution so far, including the local states of processors and
the contents of the shared register. Surprisingly, even without this knowledge, the
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adversary can make deductions about information “hidden™ from it; the adversary
can “learn” whether a processor p; has a high lottery value by observing the external
behavior of other processors that participate with this processor in the lottery. The
adversary can learn about the lottery value of a processor by a small “experiment”:

The adversary waits for the critical section to be free. Then it schedules one step
of processor p;, then two steps of some other processor p;, j # ¢, and then observes
whether p; enters the critical section or not. If p; does not enter the critical section
after these two steps, then p;’s lottery value must be 1 and p;’s lottery value is 2.
Note that if p; enters the critical section, the adversary waits for it to exit the critical
section.

If the phase bit of p; happens to be equal to the phase bit of p, then when pj, is
scheduled to take its steps together with p;, it has no chance of entering the critical
section. Similar tricks can be used by the adversary to learn the exact phase bits,
but this is slightly more complicated. Instead, note that the adversary can repeat
the experiment, with other processors, and accumulate a set of processors, P, with
lottery value 2, namely, the processors that play the role of p; when p; does not enter
the critical section after two steps, in the scenario just described.

Note that the phase bits are random, so, with high probability, these processors
have the same phase bit as px. Once we have this set of processors at our disposal,
we can let py take steps always with processors with lottery value 2. Thus, pg’s
probability of entering the critical section can be made very small.

This counterexample shows that arguing about the ability of an adversary is a
delicate task. In this case, the adversary can deduce the values of the local variables
and the shared variable, by scheduling processors and observing their interface with
the environment.

This problem can be avoided by hiding the results of the lottery: The winner of the
current lottery does not enter the critical section immediately, but waits for the next
phase. The winner of the lottery in the previous phase enters the critical section in the
current phase. In each phase, the algorithm executes the drawing stage of the current
lottery, together with the notification stage of the previous lottery. Thus the behavior
of the processors (as observed in the interface) does not indicate the results of the
drawing stage in the current phase. The details of the implementation of this idea,
as well as its correctness proof, are left out; the chapter notes discuss the relevant
literature.

14.3 CONSENSUS

Our last, and perhaps most important, example of the utility of randomization in
distributed computing is the consensus problem. For this problem, randomization
allows us to circumvent inherent limitations—it allows us to solve consensus in
asynchronous systems, and it allows us to achieve consensus in synchronous systems
in fewer than f + 1 rounds, in the presence of f failures.

The randomized consensus problem is to achieve the following conditions:
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Agreement; Nonfaulty processors do not decide on conflicting values.

Validity: If all the processors have the same input, then any value decided upon must
be that common input.

Termination: All nonfaulty processors decide with some nonzero probability.

Agreement and Validity are the usual safety conditions (cf. the definition of the
consensus problem for crash failures in Chapter 5). The Termination condition has
been weakened; ideally, we would like to have termination with probability 1.

We present a randomized asynchronous algorithm for reaching randomized con-
sensus that tolerates f crash failures, under the assumption n > 2f + 1. The
algorithm has constant expected time complexity. This result does not contradict the
impossibility result proved in Chapter 5 (Theorem 5.25), because the randomized
algorithm has executions in which processors do not terminate; however, these exe-
cutions occur with zero probability. In addition, if it is used in a synchronous system,
the randomized algorithm is faster, on average, than the lower bound on the number
of rounds proved in Chapter 5 (Theorem 5.3), for every set of inputs and pattern of
failures.

The proof for Theorem 10.22 can be modified to show that n > 2f + 1 isa
necessary condition for solving randomized consensus in an asynchronous systems,
in the presence of f crash failures (Exercise 14.9). Thus the algorithm we present is
optimal in the number of processors.

The algorithm has two parts: the first is a general phase-based voting scheme
using individual processors’ preferences to reach agreement (when possible), and the
second is a common coin procedure used to break ties among these preferences. As
described later, the general scheme can be adapted to tolerate Byzantine failures by
using the asynchronous simulation of identical Byzantine failures (Algorithm 39). We
also describe a simple common coin procedure that can tolerate Byzantine failures,
which gives exponential expected time complexity.

Randomized consensus algorithms have been the subject of extensive research;
some of the wide literature in this area is mentioned in the chapter notes.

14.3.1 The General Algorithm Scheme

The core of the algorithm is a phase-based voting scheme: Ineach phase, a processor
votes on its (binary) preference for this phase by sending a message containing its
preference. It calculates the outcome of the vote as the majority of all the preferences
received; different processors may see different outcomes. If a processor sees a
unanimous vote for some preference, it decides on this preference. In case some
processors were not able to reach a decision by this point in the phase, processors
exchange their outcomes from the vote. If all outcomes reported to a particular
processor are the same, the processor sets its preference for the next phase to be this
value; otherwise, it obtains its preference for the next phase by “flipping” a common
coin.
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Intuitively, a common coin procedure imitates the public tossing of a biased coin
such that all processors see the coin landing on side v with probability at least p,
for every wv; there is a possibility that processors will not see the coin landing on
the same value. Formally, an f-resilient common coin with bias p is a procedure
(with no input) that returns a binary output. For every admissible adversary and
initial configuration, all nonfaulty processors executing the procedure output v with
probability at least p, for any value v € {0, 1}.

A simple f-resilient common coin procedure for any f < n is to have each
processor output a random bit with uniform distribution; the bias of this common
coin is small, 2. Later, we present a common coin procedure with constant bias.
As we shall see below, a larger bias decreases the expected number of rounds until
processors decide.

The voting mechanism and the common coin procedure employ a simple infor-
mation exchange procedure called get-core. This procedure guarantees the existence
of a core set of n — f processors whose values are observed by all (nonfaulty) pro-
cessors; the procedure relies on the assumption that n > 2 f and that all processors
execute it.

Algorithm 43 presents procedure get-core, which has three asynchronous phases;
in every phase, a processor broadcasts to all processors and then collects information
from n — f processors. The algorithm relies on basic broadcast, which involves only
sending a message to all processors and can be implemented in O(1) time.

We first prove the properties of procedure get-core. The next lemma, whose proof
is left to Exercise 14.10, shows that each nonfaulty processor eventually terminates
its invocation of get-core. Recall that we assume that all n > 2 f processes execute
get-core.

Lemma 14.4 If processor p; is nonfaulty, then p; eventually returns from get-core.

Next, we prove the existence of a large core group of processors whose values are
seen by all nonfaulty processors.

Lemma 14.5 There exists a set of processors, C, such that |C| > % and, for every
processor p; € C and every processor p; that returns V; from get-core, V; contains
pi’s argument to get-core.

Proof. Define a table 7" with n rows and n columns. For each ¢ and j between 0 and
n — 1, entry T, 7] contains a one if processor p; receives a (second) message from
p; before sending its (third) message and a zero otherwise. If p; never sends a (third)
message, then 7'[, 5] contains a one if and only if p; sends its (second) message.
Each row contains at least n — f ones, since a processor that sends a (third)
message waits for n — f (second) messages before doing so, and a processor that
does not send a {third) message is the recipient of a (second) message from each of
the n — f (or more) nonfaulty processors. Thus the total number of ones in the table
is at least n(n — f). Since there are n columns it follows that some column £ contains
at least n — f ones. This means that the set P’ of processors not receiving a {(second)
message from p; before sending their {third) message, contains at most f processors.
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Algorithm 43 Procedure get-core: code for processor p;, 0 <: < n — 1.

Initially first-set, second-set, third-set = B;values[j] = L,0< j<n—1

1:  when get-core(val) is invoked:

2: values[i) := val

3: be-send({first,val} basic)

4:  when (firstv} is received from p;:

5: values[j] := v

6: add j to first-set // track the senders of (first) messages
7: if |first-set] = n — f then

be-send({second,values),basic)

8: when (second, V) is received from p;:
9: if values[k] = L then values[k] := V[k],0<k <n-—1

// merge with p;’s values
10: add j to second-set // track the senders of (second) messages
11: if |second-set| = n — f then

be-send({third, values) basic)

12: when (third, V") is received from p;:
13: if values[k] = L then values(k] := V'[k]),0< k <n-1

// merge with p;’s values
14: add j to third-set // track the senders of (third) messages
15: if |third-set| = n — f then return values

Let W be the set of values sent by p; in its (second) message. By the algorithm,
|W| > n— f > n/2, thatis, W contains the values of at least n — § processors (the
“core” processors).

Since n — f > f, every processor receives at least one (third) message from
a processor not in P’ before completing procedure get-core. This (third) message
clearly includes W, the values of the core processors. This implies the lemma. [

The voting mechanism appears in Algorithm 44. It is deterministic—all the
randomization is embedded in the common coin procedure.

Fix some admissible execution « of the algorithm. We say that processor p;
prefers v in phase r if prefer; equals v in Lines 1-5 of phase . For phase 1 the
preference is the input. For any phase » > 1, the preference for phase r is assigned
either in Line 6 or in Line 7 of the previous phase; if the assignment is in Line 6 then
p; deterministically prefers v in phase r.

If all processors prefer v in some phase r, then they all vote for v in phase r.
Therefore, all processors that reach Line 4 of phase r obtain n — f votes for v and
decide on v. This implies:
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Algorithm 44 The consensus algorithm: code for processor p;, 0 < i < n — 1.

Initially » = 1 and prefer = p;’s input z;

1:  while true do // phase
2 votes := get-core((vote, prefer, 7))

3: let v be the majority of phase r votes // default if no majority
4 if all phase r votes are v then y := v /! decide v

/I do not terminate, continue with the algorithm
outcomes = get-core({outcome, v, r))
if all phase r outcome values received are w then prefer := w
else prefer ;= common-coin{)
r=r+1

Lemma 14.6 For any r > 1, if all processors reaching phase r prefer v in phase r,
then all nonfaulty processors decide on v no later than phase r.

This lemma already shows that the algorithm has the validity property; if all
processors start with the same input v, then they all prefer » in the first phase and,
therefore, decide on v in the first phase. To prove agreement, we show that if a
processor decides on some value in some phase, then all other processors prefer this
value in later phases. In particular, this implies that once a processor decides on v, it
continues to prefer v in later phases.

For any binary value v, let © denote 1 — v.

Lemma 14.7 For any r > 1, if some processor decides on v in phase r, then all
nonfaulty processors either decide on v in phase r or deterministically prefer v in
phase r -+ 1.

Proof. Assume that some processor p; decides on v in phase r. This implies that p;
obtains only votes for v in phase r. By Lemma 14.5, every other processor obtains
at least n — f votes for v and at most f votes for @, in phase r. Since n > 2f + 1,
n — f has majority over f, and thus all processors see a majority vote for v in phase r.
Thus a processor either decides v or has outcome v in phase r. Since all (outcome)
messages in round r have value v, every processor sets its prefer variable to v at the
end of round r. O

The next lemma shows that if processors’ preferences were picked deterministi-
cally then they agree.

Lemma 14.8 For any r > 1, if some processor deterministically prefers v in phase
r + 1, then no processor decides on v in phase r or deterministically prefers v in
phaser + 1.

Proof. Assume that some processor p; deterministically prefers v in phase r + 1.
By Lemma 14.7, no processor decides on ¥ in phase r.
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Assume, by way of contradiction, that some processor p; deterministically prefers
v in phase » + 1. But then p; sees n — f processors with outcome value v, and
pj sees n — f processors with outcome value v. However, 2(n — f) > n, since
n > 2f + 1; thus, some processor sent {outcome) messages for both v and %, which
is a contradiction. a

Assume that rq is the earliest phase in which some processor, say p;, decides on
some value, say v. By Lemma 14.8, no nonfaulty processor decides on ¥ in phase
7rg; by the minimality of rg, no nonfaulty processor decides on @ in any earlier phase.
Lemma 14.7 implies that all nonfaulty processors prefer v in round ry + 1, and finally,
Lemma 14.6 implies that all nonfaulty processors decide on v no later than round
rg + 1. Thus the algorithm satisfies the agreement condition:

Lemma 14.9 If some processor decides on v then all nonfaulty processors eventually
decide on v.

In fact, all nonfaulty processors decide on v no later than one phase later. The
algorithm, as presented so far, requires processors to continue even after they decide;
however, the last observation implies that a processor need only participate in the
algorithm for one more phase after deciding. (See Exercise 14.12.)

To bound the expected time complexity of the algorithm, we prove that the prob-
ability of deciding in a certain phase is at least p, the bias of the common coin.

Lemma 14.10 For any r > 1, the probability that all nonfaulty processors decide
by phase r is at least p.

Proof. We consider two cases.

Case 1: All nonfaulty processors set their preference for phase r to the return
value of the common coin. The probability that all nonfaulty processors obtain the
same value from the common coin is at least 2p—with probability p they all obtain
0 and with probability p they all obtain 1, and these two events are disjoint. In this
case, all processors prefer v in phase r, so they decide at the end of phase r, by
Lemma 14.6.

Case 2: Some processor deterministically prefers v in phase r. Then no processor
deterministically prefers ¥ in phase r, by Lemma 14.8. Thus each processor that
reaches phase 7 either decides on v in phase r — 1, or deterministically prefers v in
phase 7, or uses the common coin to set its preference for phase r. In the latter case,
with probability at least p, the return value of the common coin of phase r is v for all
processors. Thus, with probability at least p, all processors that reach phase r prefer
v in phase 7, and, by Lemma 14.6, all nonfaulty processors decide on v in phase r.

O

Theorem 14.11 If Algorithm 44 uses a common coin procedure with bias p, whose
expected time complexity is T, then the expected time complexity of Algorithm 44 is
O(p~*7).
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Algorithm 45 Procedure common-coin: code for processor p;, 0 < i < n — 1.

1:  when common-coin() is invoked:
_ | 0 with probability 1
€= { 1 with probability 1 — L
coins := get-core((flip,c))
if there exists j such that coins[j] = 0 then return 0
else return 1

Proof. First note that whenn > 2f + 1, procedure get-core takes O(1) time.

By Lemma 14.10, the probability of terminating after one phase is at least p.
Therefore, the probability of terminating after i phases is at least (1 — p)*~!p. There-
fore, the number of phases until termination is a geometric random variable whose
expected value is p~!.

Clearly, the time complexity of the common coin procedure dominates the time
complexity of a phase. Thus each phase requires O(7") expected time and therefore,
the expected time complexity of the algorithm is O(p~17"). O

14.3.2 A Common Coin with Constant Bias

As mentioned before, there is a simple f-resilient common coin algorithm with bias
27" and constant running time, for every f < n; each processor outputs a random
bit with uniform distribution. Clearly, with probability 2" the value of the common
coin for all processors is v, for any v = 0,1. The expected time complexity of
Algorithm 44 when using this coin is O(2"), by Theorem 14.11.

To get constant expected time complexity, we present an implementation for the
procedure common-coin with constant bias. The different invocations of common-coin
in the different phases of Algorithm 44 need to be distinguished from each other; this
can be achieved by adding the phase number to the messages.

‘We present a common coin algorithm with bias %; the algorithm tolerates [ 2] — 1
crash failures. The key idea of the common coin algorithm is to base the value of the
common coin on the local (independent) coin flips of a set of processors. Procedure
get-core (from the previous section) is used to ensure that there is a large core set of
processors whose local coin flips are used by all nonfaulty processors; this increases
the probability that nonfaulty processors obtain the same return value for the common
coin.

Processors begin the algorithm by randomly choosing O or 1 (with carefully se-
lected asymmetric probabilities) and exchange their flips by using get-core. Processor
p; returns O for the common coin procedure if it received at least one 0 flip; otherwise,
itreturns 1. The pseudocode appears in Algorithm 45,

The correctness of the algorithm depends on all processors executing it; we can
modify Algorithm 44 so that the procedure is executed in every phase, regardless of
whether the processor needs the coin in that phase.
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The common coin procedure assumes that the channels are secure and cannot
be read by the adversary—only the recipient of a message can learn its contents.
This assumption corresponds to a weak adversary, that is, one that takes as input the
pattern of messages, but not their contents; because the message pattern is the same
regardless of the random choices, the adversary can obtain no information at runtime
about the random choices.

Lemma 14.12 Algorithm 45 implements a ([ 2] — 1)-resilient coin with bias .

Proof. Fix any admissible adversary and initial configuration. All probabilities are
calculated with respect to them.

First we show that the probability that all nonfaulty processors see the coin as 1 is
at least i—. This probability is at least the probability that every processor that executes
Line 1 obtains 1. (Of course, there are other cases in which all nonfaulty processors
terminate with 1, but it is sufficient to consider only this case.) The probability that
an arbitrary processor obtains 1 inLine 1 is 1 - %, and thus the probability that every
processor that executes Line 1 obtains 1 is at least (1 — %)n, because the different
processors’ random choices are independent. For n > 2, the function (1 — fl—z)” is
increasing up to its limit of e 1. When n = 2, this function is % and we are done.

To show the probability that all nonfaulty processors see the coin as 0 is at least %,
consider the set C of core processors, whose existence is guaranteed by Lemma 14.5.
Since every processor that returns from Algorithm 45 observes the random choices
of all processors in C, all nonfaulty processors see the coin as 0 if some processor in
C obtains 0 in Line 1.

The probability that some processor in C' gets a 0 in Line 1 is 1 — (1 — %)IC‘I,
which is more than 1 — (1 — %)”/ 2. To verify that this last expression is at least 1,
it suffices to verify that (1 — 1)" < (2)2. Since (1 — 1) is increasing up to its
limit, we must verify that the limiting value e~ ! is at most (2). This holds since
e”! ~ 0.46 and (2)? ~ 0.56. ]

Note that the time complexity of the common coin algorithm is O(1). Because
Algorithm45 provides a ([ %] — 1)-resilient common coin with bias %, Theorem 14.11
implies:

Theorem 14.13 Ifn > 2f + 1, then there is a randomized consensus algorithm with
O(1) expected time complexity that can tolerate { crash failures in an asynchronous
system.

14.3.3 Tolerating Byzantine Failures

In this section, we describe modifications to the previous algorithm to tolerate Byzan-
tine failures.

The first modification is to the broadcast primitive employed. Instead of using the
basic broadcast from Chapter 8, we will use failure model simulations from Chap-
ter 12. The first step is to mask the potential two-faced behavior of the Byzantine
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processors with the asynchronous identical Byzantine failures simulation (Algo-
rithm 39). On top of that, we will need a validation procedure to eliminate inap-
propriate messages and simulate asynchronous omission failures; the synchronous
validate procedure (from Algorithm 37) can be modified to work in the asynchronous
case.

The second modification is to use a common coin procedure that tolerates f
Byzantine failures with bias p. The simple common coin algorithm, in which each
processor flips a local coin, tolerates any number of Byzantine failures with an ex-
ponential bias. However, the exponentially small bias leads to exponentially large
expected time complexity for the resulting algorithm. The running time is dramati-
cally improved if a common coin with constant bias is used. Implementing a common
coin with constant bias that tolerates Byzantine failures requires sophisticated tech-
niques; for more details, see the chapter notes.

We leave it to the reader as an exercise to prove that the modified Algorithm 44
solves randomized consensus in the presence of f Byzantine failures. Moreover, if the
expected time complexity of the common coin algorithmis 7', then the expected time
complexity of the randomized consensus algorithmis p~17". (See Exercise 14.13.)

The proof of the lower bound of Chapter 5 (Theorem 5.8) can be extended to
prove that randomized consensus is possible only if n > 3 f + 1. Thus the algorithm
sketched in this section is optimal in the number of processors.

14.3.4 Shared Memory Systems

We now discuss how randomized consensus can be achieved in shared memory
systems.

One possible way is to run the algorithms for message-passing systems by using
some simple simulation, for example, the one described in Section 5.3.3, in a shared
memory system. This approach suffers from two major shortcomings: First, the
resulting algorithms are not wait-free, that is, they tolerate only n/2 failures at best;
in message-passing systems we cannot hope to tolerate more failures, but this is not the
case in shared memory systems. Second, because we only care about tolerating crash
failures in shared memory systems, the algorithm can cope with stronger adversaries,
such as those that have access to the local states and the contents of shared memory.

Interestingly, randomized consensus algorithms for shared memory systems have
a general structure very similar to that of the message-passing algorithms.

Again, we have a deterministic algorithm that operates in (asynchronous) phases:
A processor has a preference for decision at each phase; the processor announces its
preference and it checks to see whether there is support for some decision value; if
there is strong support for some value, the processor decides on it; if there is weak
support for some value, the processor takes this value as preference to the next phase;
if no single value has support, then the processor flips a coin (typically using some
common coin procedure) to get a preference for the next phase.

Unlike the message-passing algorithms, because the algorithm has to be wait-free,
we cannot count on the existence of a certain number of nonfaulty processors in each
phase. Therefore, support level is not determined by the number of votes for a value,
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but rather according to the largest phase in which some processor prefers this value.
We do not discuss further details of this scheme here, and refer the reader to the
chapter notes.

A simple common coin with exponential bias can be implemented by independent
coin flips, as described for message-passing systems. More sophisticated techniques
are required to obtain constant bias; they are also discussed in the chapter notes.

Exercises

14.1
14.2
14.3

14.4

14.5

14.6

14.7

14.8

14.9

14.10
14.11

Prove that every processor terminates Algorithm 41 after sending n messages.
Prove that at most one processor terminates Algorithm 41 as a leader.

Modify Algorithm 41 so that each message contains a single pseudo-identifier:
The termination condition for the algorithm (Lines 6 and 7) needs to be
modified.

Prove that both the one-shot and the iterated synchronous leader election
algorithms (Algorithm 41 and its extension) have the same performance in the
asynchronous case as they do in the synchronous.

Show that for synchronous anonymous ring algorithms, there is only a single
adversary.

Complete the details of the proof of Theorem 14.3.

Try to prove a stronger result showing that there is no randomized leader
election algorithm that knows n within a factor larger than 2. Formally, prove
that there is no randomized leader election algorithm that works both for rings
of size n and for rings of size 2n.

Calculate the average message complexity of the randomized consensus al-
gorithm (Algorithm 44), given a common coin with bias p > 0.

Calculate the average message complexity of the common coin procedure of
Algorithm 45.

Prove that n > 2f + 1 is a necessary condition for solving randomized
consensus in an asynchronous systems, in the presence of f crash failures.

Hint: Modify the proof for Theorem 10.22.
Prove Lemma 14.4.

Suppose we have a more restricted model, in which processors can choose
random values only with uniform probability distributions (on a bounded
range). Show how to pick 0 with probability 1/n and 1 with probability
1 — 1/n, as needed for Algorithm 45.
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14.12 Modify the pseudocode of Algorithm 44 so that processors terminate one
phase after deciding. Prove that the modified algorithm solves randomized
consensus.

14.13 Extend Algorithm 44 to tolerate f > n/3 Byzantine failures, using asyn-
chronous identical Byzantine failures and a modified version of validate from
Chapter 12. Assume the existence of a common coin procedure that tolerates
f Byzantine failures, with bias p.

14.14 Prove that randomized consensus with probability 1 is possible only if n >
3f + 1, when there are Byzantine failures.

Hint: Extend the proof of Theorem 5.8, noting that every finite execution has
at least one extension that terminates.

Chapter Notes

The book on randomized algorithms by Motwani and Raghavan [194] includes a
chapter on distributed algorithms. The survey by Gupta, Smolka, and Bhaskar [127]
covers randomized algorithms for dining philosophers, leader election, message
routing, and consensus.

Itai and Rodeh [141] were the first to study randomized algorithms for leader
election; the proof showing nonexistence of a uniform leader election algorithm in
an anonymous ring is taken from their paper. In fact, they show that a necessary and
sufficient condition for the existence of a randomized leader election algorithm for
anonymous rings is knowing the number of processors on the ring within a factor of
two (Exercise 14.6). Higham’s thesis [136] describes improved algorithms and lower
bounds for leader election and computation of other functions on rings.

Randomized leader election algorithms for systems with general topology were
presented by Schieber and Snir [234] and by Afek and Matias [6].

An algorithm for mutual exclusion with small shared variables was suggested by
Rabin [223]; this algorithm has average waiting time depending on 1, the number of
processors actually contending for the critical section, and requires a O(log log n)-bit
shared variable. The algorithm we presented has average waiting time depending
on n, the number of processors, and uses a constant-size shared variable; this algo-
rithm appears in [223] and is credited to Ben-Or. Saias [232] has shown that the
adversary can increase the expected waiting time of a processor, showing that the
original algorithm of Rabin did not have the claimed properties. Kushilevitz and Ra-
bin [151] have shown how to overcome this problem; Kushilevitz, Mansour, Rabin,
and Zuckerman [150] proved lower bounds on the size of shared variables required
for providing low expected bounded waiting.

The first randomized algorithm for consensus in an asynchronous message-passing
system was suggested by Ben-Or [48]; this algorithm tolerated Byzantine failures
and required n > 5f; its expected running time was exponential. A long sequence of
randomized algorithms for consensus followed, solving the problem under different
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assumptions about the adversary, the failure type, the ratio of faulty processors, and
more. A survey by Chor and Dwork [80] describes this research prior to 1988.
Aspnes [21] surveys later advances in this area.

In 1988, Feldman and Micali [104] presented the first algorithm that tolerates a
linear fraction of Byzantine failures with constant expected time; they presented a
synchronous algorithm requiring n > 3f and an asynchronous algorithm requiring
n > 4f. The best asynchronous algorithm known to date, due to Canetti and
Rabin [65], tolerates Byzantine failures with constant expected time and only requires
n > 3f.

Our presentation follows Canetti and Rabin’s algorithm, simplified to handle only
crash failures; the procedure for obtaining a core set of values was suggested by Eli
Gafni. The deterministic voting scheme of Canetti and Rabin’s algorithm is inspired
by Bracha [60]. Bracha’s algorithm uses a simulation of identical Byzantine failures
together with a validation (as in Chapter 12); Bracha’s paper includes the answer to
Exercise 14.13. Canetti and Rabin, on the other hand, embed explicit validation in
their algorithm.

There is no upper bound on the running time of the consensus algorithm presented
here that holds for all executions. Goldreich and Petrank [123] showed how to
obtain a synchronous consensus algorithm (for Byzantine failures) that has constant
expected time complexity and is guaranteed to terminate within f + 2 rounds.

There are also many randomized consensus algorithms for shared memory sys-
tems. Although there are many similarities in the overall structure, the common coin
is typically implemented using different techniques than those in message-passing
systems. These algorithms are wait-free but do not have to tolerate Byzantine fail-
ures. Therefore, they can withstand a strong adversary, which can observe the local
states and the shared memory. Against such an adversary, cryptographic techniques
are not helpful.

The first randomized consensus algorithm for shared memory systems was given
by Chor, Israeli, and Li [81]; this algorithm assumed an adversary that cannot read
the local states of processors. Later, Abrahamson [1] presented the first algorithm
that can withstand a strong adversary. This was followed by a number of algorithms;
to date, the best algorithm that tolerates a strong adversary is due to Aspnes and
Waarts [23]. Aspnes [20] proved a lower bound on the number of coin flips needed
for solving consensus.

The algorithms presented here demonstrate a general methodology for using ran-
domization safely. A deterministic mechanism guarantees the safety properties re-
gardless of the adversary (mostly as a separate module), for example, having only a
single leader or having agreement and validity; randomization enters the algorithm
only to guarantee liveness properties, for example, termination or bounded waiting.
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15

Wait-Free Simulations of
Arbitrary Objects

The results of Chapter 5 indicate that read/write registers memory do not suffice for
wait-free coordination among processors; for example, consensus cannot be solved
by using only reads and writes. Indeed, most modern and proposed multiproces-
sors provide some set of “‘stronger” hardware primitives for coordination. But are
these primitives sufficient? Can they be used to provide a wait-free (fault tolerant)
simulation of any desired high-level object in software?

In Chapter 10, we saw how stronger shared objects can be simulated with simpler
shared objects, in a manner that is wait-free. A closer look at the objects studied
in that chapter reveals that the operations they support involve either reading or
writing portions of the shared memory. They differ in their size (whether the values
read are binary or can take arbitrary values), in their access pattern (whether a
single processor or several processors can read or write a location), and in their read
granularity (whether a single location or several locations are read in a single step).
However, none of them allows a processor to read and write in an atomic step, as
happens in a read-modify-write or test&set operation.

In this chapter, we show that this is inherent, that is, that some shared objects
cannot be simulated with other shared objects, in a wait-free manner. We investigate
the following question: Given two types of (linearizable) shared objects, X and Y,
is there a wait-free simulation of object type Y using only objects of type X and
read/write objects? It turns out that the answer depends on whether X and Y can be
used to solve the consensus problem.

Slightly weaker than wait-free simulations are nonblocking simulations. The idea
of anonblocking simulation is that, starting at any pointin an admissible execution in
which some high-level operations are pending, there is a finite sequence of steps by a
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single processor that will complete one of the pending operations. It is not necessarily
the processor taking the steps whose operation is completed—it is possible that this
processor will make progress on behalf of another processor while being unable
to finish its own operation. However, this definition is not quite correct. For an
operation to complete, technically speaking, the invoking processor has to do at
least one step, the response. That is, another processor cannot totally complete an
operation for another. To avoid this problem, we specify that an operation is pending
if its response is not enabled.

The nonblocking condition is a global progress property that applies to the whole
system, not to individual processors. The distinction between wait-free and non-
blocking algorithms is similar to the distinction between no-lockout and no-deadlock
algorithms for mutual exclusion.

We start this chapter by considering a specific object, the FIFO queue, and then
extend the results to arbitrary objects. For convenience, we often identify an object
type with the operations that can be applied to its instances.

15.1 EXAMPLE: A FIFO QUEUE

The approach we take is to compare the objects by their ability to support a wait-free
consensus algorithm among a certain number of processors. To gain intuition, let
us consider, first, a specific object, namely a FIFO queue, and see which objects
cannot simulate it and which objects cannot be simulated with it. This example
illustrates many of the general ideas we discuss later; furthermore, the FIFO queue
is an important data structure widely used in operating systems software.

By the methodology of Chapter 7, the specification of a FIFO queue () is as
follows. The operations are [enq(@, z),ack(Q)] and [deq(Q).return(Q, x)], where
z can be any value that can be stored in the queue (a can be 1. for the return). The
set of allowable operation sequences consists of all sequences of operations that are
consistent with the usual semantics of a sequential FIFO queue, namely, values are
dequeued in the order in which they were enqueued. The events on FIFO queues are
enq, deq, ack, and return.

Recall, from Chapter 5, that there is no wait-free consensus algorithm for any
number of processors greater than one if we only have read/write objects. We now
show that there is a wait-free consensus algorithm for two processors pg and p1, using
a FIFO queue and read/write objects.

The algorithm uses two read/write objects and one shared FIFO queue (@ that
initially holds 0. Processor p; writes its input to a shared read/write object Prefer|s]
and then dequeues the queue. If the dequeued value is 0, then p; accessed the queue
before the other processor did and is the “winner,” and it decides on its own input.
Otherwise p; “lost” to the other processor and it reads Prefer[1 — i] and decides on
that value (see pseudocode in Algorithm46). The correctness of the algorithm is left
as an exercise.

Lemma 15,1 Algorithm 46 solves consensus for two processors.
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Algorithm 46 Consensus algorithm for two processors, using a FIFO queue:
code for processor p;, 1 = 0, 1.

Initially @ = {0} and Prefer[i] = L,i=0,1

1: Preferli] =z /1 write your input
2: val :=deq(Q)

3 ifval=0theny =« /! dequeued the first element, decide on your input
4: elsey := Prefer[l — i] // decide on other’s input

If there was a wait-free simulation of FIFO queues with read/write objects, then
there would be a wait-free consensus algorithm, for two processors, using only
read/write objects. Because there is no such algorithm, an immediate implication is:

Theorem 15.2 There is no wait-free simulation of a FIFO queue with read/write
objects for any number of processors.

This is a special case of a general theorem we present below (Theorem 15.5).

There are objects that admit wait-free consensus algorithms for any number of
processors, for example, comparedswap. 1t is simplest to present the sequential
specification of a compare&swap object by the following procedure:

compare&swap(X : memory address; old , new : value) returns value
previous: = X
if previous = old then X := new
return previous

Algorithm 47 solves consensus for any number of processors, using a single
compare&swap object. The object, called First, is initially |. Processor p; performs
compare&swap on First, trying to store its own input, ; init, if Firstis still initialized.
If the operation is successful, that is, if it returns L, the processor decides on its own
input; otherwise, the compare&swap operation returns the input value, », of some
processor, and processor p; decides on v.

On the other hand, FIFO queue objects (and read/write objects) cannot support a
wait-free consensus algorithm for three processors or more.

Theorem 15.3 There is no n-processor wait-free consensus algorithm using only
FIFO queues and read/write objects, ifn > 3.

Proof. We must show that there is no three-processor consensus algorithm using
queues and read/write objects in an asynchronous system in which up to two pro-
cessors can fail. The proof of this theorem has the same structure as the proof of
Theorem 5.18.

Assume, in contradiction, that there is such an algorithm for three processors,
Pu, P1, and ps. Because shared objects are linearizable, we shall simplify our notation
by combining invocations and matching responses on a shared object into a single
step by the processor.
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Algorithm 47 Consensus algorithm for any number of processors, using
compare&swap: code for processor p;, 0 < i< n — 1.

Initially First = L

1. v :=compare&swap(First,1,z)

2: ifv = L then // this is the first compare&swap
3: y =z /I decide on your own input
4: elsey:=v // decide on someone else’s input

By Lemma 5.16, the algorithm has an initial bivalent configuration, B.

As in the proof of Theorem 5.18, we let po, p1, and p, take steps until we reach a
critical configuration, C, such that pg(C), p1(C), and p3(C) are all univalent. Note
that they cannot all have the same value, or C' would not be bivalent. Without loss of
generality, assume that pg(C) is O-valent and p; (C) is 1-valent (see Fig. 15.1).

What are pp and p; doing in their steps from C'? If py and p; access different
variables or access the same read/write object, then we can employ arguments similar
to those used in the proof of Theorem 5.18 to derive a contradiction. So, the interesting
case is when pg and p; access the same FIFO queue object, (). We consider three
cases.

Case 1: pg and p; both dequeue from Q. In this case, po(C) % p1(C). Since
po(C) is O-valent, Lemma 5.15 implies that p,(C) is also O-valent, which is a
contradiction.

Case 2: pg enqueues on (), and p; dequeues from @) (or vice versa). If Q) is not
empty in C, then in p; (pg(C')) and po(p1(C')) all objects and all processors are in the
same state, which is a contradiction since p1 (py(C')) is O-valent whereas pq(p1(C))
is 1-valent.

If Q is empty, then p;’s dequeue in C' returns an empty indication, whereas p;’s
dequeue in py (C) does not return an empty indication; so the previous argument does
not apply. However, po(C) = py(p:(C)). Since p1(C) is 1-valent, py(p1(C)) is
also 1-valent, and by Lemma 5.15, py(C)) is 1-valent, which is a contradiction.

Case 3: py and py both enqueue on Q. Suppose py enqueues a and p; engqueues b
(see Fig. 15.2). Let k& — 1 be the number of values in @ in C. Thus in py(C) the kth
value is @, and in p; (C) the kth value is b.

¢ bivalent
p P1 2
(-valent 1-valent univalent

Fig. 15.1 The critical configuration, C.
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p1 enqueues

bon@ g

1-valent

Po enqueues
aon(@

0-valent

Fig. 15.2 Case 3 in the proof of Theorem 15.3.

We will show that we can run py alone until it dequeues the ¢ and then run p;
alone until it dequeues the 4. This means that even if a and b are enqueued in the
opposite order, we can run pg alone until it dequeues the b and then run p; alone until
it dequeues the a. Now p2 cannot tell the difference between the two possible orders
in which a and b are enqueued, which is a contradiction. The details follow.

Starting from p; (pg(C')), there is a finite py-only schedule, o, that ends with py
deciding 0, since po(C) is 0-valent and the algorithm is wait-free. We first argue that
in ¢, po must dequeue the kth element. Suppose otherwise, that in o, py does fewer
than & dequeues on (), so that it never dequeues the a. Then, when we apply the
schedule poo to p1(C), po also decides 0, which contradicts the fact that p;(C) is
1-valent.

Thus py must perform at least k dequeues on ) in o. Let ¢’ be the longest prefix
of o that does not include py’s kth dequeue on Q.

Starting from o’ (p1(po(C))), there is a finite p1-only schedule 7 that ends with p;
deciding 0. We now argue that p; must dequeue from () at some pointin 7. Assume
otherwise that p; never dequeues from () in 7; namely, p; never dequeues b from the
head of (). Then when we apply the schedule 7 to o/ (po(p1(C))), p1 also decides 0,
which contradicts the fact that p; (C) is 1-valent.

Thus it must be that p; dequeues from @ in 7. Let 7° be the longest prefix of 7
that does not include p;’s dequeue on Q.

Consider two extensions from C' (see Fig. 15.3):

First, consider the execution in which py enqueues a on (); p; enqueues b on Q;
pp only takes steps in o5 pg dequeues the a; p; only takes steps in 7/; p; dequeues
the b. Let Dy be the resulting configuration.

Second, consider the execution in which p; enqueues b on (); pg enqueues a on
Q; po only takes steps in o”; pg dequeues the b; p; only takes steps in 7’; p1 dequeues
the a. Let Dy be the resulting configuration.

However, Dy k2 Dy, and therefore, by Lemma 5.15, they must have the same
valence. This is a contradiction since Dy is reachable from p: (pe(C)), which is
0-valent, whereas 1), is reachable from pg(p;(C)), which is 1-valent.

This implies:
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Fig. 15.3 Final stage in Case 3.

Theorem 15.4 There is no wait-free simulation of a compare&swap object with
FIFO queue objects and read/write objects, for three processors or more.

15.2 THE WAIT-FREE HIERARCHY

The methods used for FIFO queues can be generalized into a criterion for the existence
of wait-free simulations. The criterionis based on the ability of the objects to support
a consensus algorithm for a certain number of processors.

Object type X solves wait-free n-processor consensus if there exists an asyn-
chronous consensus algorithm for n processors, up to n — 1 of which might fail (by
crashing), using only shared objects of type X and read/write objects.

The consensus number of object type X is n, denoted CN(X) = n, if n is the
largest value for which X solves wait-free n-processor consensus. The consensus
number is infinity if X solves wait-free n-processor consensus for every n. Note that
the consensus number of an object type X is at least 1, because any object trivially
solves wait-free one-processor consensus.

For example, the consensus number of read/write objects is 1. There is a trivial
algorithm for one-processor consensus using read/write objects, and back in Chapter 5
we showed that there is no wait-free algorithm for two-processor consensus, using
only read/write objects.

As shown in Section 15.1, the consensus number of FIFO queues is 2. Other
examples of objects with consensus number 2 are test&set, swap, fetch&add, and
stacks.

As implied by Algorithm 15.2, the consensus number of compare&swap is in-
finity. Other objects with infinite consensus number are memory-to-memory move,
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memory-to-memory swap, augmented queues, and fetch&cons (see Exercise 15.7).
In fact, there is a hierarchy of object types, according to their consensus numbers; in
particular, there are objects with consensus number m, for any m (see Exercise 15.8).

The consensus number of objects is interesting because of Theorem 15.5, which
is the key result of this section.

Theorem 15.5 If CN(X) = m and CN(Y) = n > m, then there is no wait-free
simulation of Y with X and read/write registers in a system with more than m
processors.

Proof. Suppose, in contradiction, that there is a wait-free simulation of ¥ with X
and read/write registers in a system with k > m processors. Denote [ = min{k, n},
and note that [ > m. We argue that there exists a wait-free [-processor consensus
algorithm using objects of type X and read/write objects.

Note that even if [ < k, then there is also a wait-free simulation of ¥ with X in
a system with { processors. Such a simulation can be achieved by employing k — [
“fictitious” processors, that never access the object Y.

Since | < n, there exists a wait-free [-processor consensus algorithm, A, which
uses only objects of type Y and read/write objects. We can obtain another algorithm
A’ by replacing each type Y object with a wait-free simulation of it using objects of
type X and read/write objects. Such a wait-free simulation of type Y objects exists,
by assumption.

Then A’ is a wait-free [-processor consensus algorithm using objects of type X
and read/write objects. Therefore, X has consensus number at least [ > m, which is
a contradiction. O

Corollary 15.6 There is no wait-free simulation of any object with consensus number
greater than | using read/write objects.

Corollary 15.7 There is no wait-free simulation of any object with consensus number
greater than 2 using FIFO queues and read/write objects.

15.3 UNIVERSALITY

In Section 15.2, we have used the consensus number of objects to prove that certain
objects cannot be wait-free simulated by other objects, that is, to show impossibility
results. It turns out the consensus number can also be used to derive positive results,
that is, wait-free simulations of objects, as shown in this section.

An object is universal if it, together with read/write registers, wait-free simulates
any other object. In this section we show that any object X whose consensus number
is 7 is universal in a system of at most n processors. Somewhat counter-intuitively,
this does not imply, say, that X is universal in any system with m > n processors;
this and other anomalies of the notion of universality are discussed in the chapter
notes.
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before before before=_L.

Fig. 15.4 Data structures for nonblocking simulation using compare&swap.

We prove this result by presenting a universal algorithm for wait-free simulating
any object using only objects of type X and read/write registers. First, we present a
universal algorithm for any object in a system of n processors using only n-processor
consensus objects and read/write registers. Informally speaking, n-processor con-
sensus objects are data structures that allow n processors to solve consensus; a
more precise specification appears below. We then use X to simulate n-processor
consensus objects.

15.3.1 A Nonblocking Simulation Using Compare&Swap

We start with a simple universal algorithm that is nonblocking but not wait-free.
Furthermore, this algorithm uses a specific universal object, that is, compare&swap.
This will introduce the basic ideas of the universal algorithm; later, we show how to
use a generic consensus object and how to make the algorithm wait-free.

The idea is to represent an object as a shared linked list, which contains the ordered
sequence of operations applied to the object. To apply an operation to the object, a
processor has to thread it at the head of the linked list. A compare&swap object is
used to manage the head of the list. Specifically, an operation is represented by a
shared record of type opr with the following components:

inv: The operation invocation, including its parameters

new-state: The new state of the object, after applying the operation
response:  The response of the operation, including its return value
before: A pointer to the record of the previous operation on the object

In addition, a compare&swap variable, called Head, points to the opr record of
the last operation applied to the object. The initial value of the object is represented
by a special anchor record, of type opr, with new-state set to the initial state of the
object. Initially, Head points to the anchor record.

The Head pointer, the opr records, and their before pointers comprise the object’s
representation (see Fig. 15.4).

To perform an operation, a processor allocates an opr record, initializing it to the
appropriate values, using the state information in the record at the Head of the list.
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Algorithm 48 A nonblocking universal algorithm using compare&swap:
code for processor p;, 0 < i <n— 1.

Initially Head points to the anchor record

1:  when inv occurs: // operation invocation, including parameters
2 allocate a new opr record pointed to by point with point.inv := inv

3 repeat

4 h := Head

5: point.new-state, point.response = apply(inv,h.new-state)

6 point.before := h

7 until compare&swap(Head, h, poinf) = h

8 enable the output indicated by point.response // operation response

Then it tries to thread this record onto the linked list by applying compare&swap to
Head.

In more detail, the compare&swap compares the current Head with the value of
Head obtained by the processor when it updated the new opr record. If the compare
finds that they are the same, implying that no new operation record has been threaded
in the meantime, then the swap causes Head to point to the processor’s opr record.
Otherwise, the processor again reads Head, updates its new record, and tries the
compare&swap.

The pseudocode appears in Algorithm 48. It uses the function apply, which
calculates the result of applying an operation to the current state of the object. The
notation X.v, where X is a pointer to a record, refers to the v field of the record
pointed to by X.

Proving that Algorithm 48 simulates the object is straightforward. The desired
linearization is derived from the ordering of operations in the linked list.

The algorithm is nonblocking—if a processor does not succeed in threading its
operation on the linked list, it must be that some other processor’s compare&swap
operation succeeded, that is, another processor has threaded its operation on the list.
Note that the algorithm is not wait-free because the same processor might succeed in
applying its operation again and again, locking all other processors out of access to
the shared object.

15.3.2 A Nonblocking Algorithm Using Consensus Objects

Algorithm 48 has three shortcomings: first, it uses compare&swap objects, rather
than arbitrary consensus objects; second, it is nonblocking, rather than wait-free;
and third, it uses an unbounded amount of memory. We now address each of these
problems, incrementally presenting the algorithm.

First, we show how to replace the compare&swap operations with an arbitrary con-
sensus object. A consensus object Obj provides a single operation [decide(0bj, in),
return{0bj, out)], where in and out are taken from some domain of values. The set
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of operation sequences consists of all sequences of operations in which all out values
are equal to some in value. Consensus objects provide a data structure version of the
consensus problem.

A first attempt might be to replace the Head pointer (which is a compare&swap
object) with a consensus object. The consensus object will be used to decide which
processor will thread its new operation on the list, that is, which operation will be
applied next to the shared object being simulated. Note, however, that a consensus
object can be used only once; after the first processor wins the consensus and threads
its operation, the consensus object will always return the same value. Therefore, the
consensus object cannot be used to thread additional records on the list.

The solution is to perform the competition (to decide which processor gets to
thread its next operation) on a consensus object associated with the record at the head
of the list. That is, we replace the before component of the record with a component
called after, which is a consensus object pointing to the next operation applied to the
object. To perform an operation, as in the previous algorithm, a processor creates
an opr record and tries to thread it to the list. The attempt to thread is done by
accessing the consensus object at the head of the list with the pointer to its opr record
as preference. If it wins the consensus, then its operation has been threaded as the
next operation on the simulated object, after the current head of the list. Note that the
linked list is directed from the first to the latest entry now, instead of from the latest
to the first.

There is one problem with the above idea, namely, how to locate the record at the
head of the list. Note that we cannot hold a pointer in a simple read/write object
(otherwise, we could wait-free simulate a queue), and a consensus object cannot
change with time. This was not a problem in the previous algorithm, because we
kept a pointer to the head of the list in a compare&swap object.

The way around this problem is to have each processor maintain a pointer to the
last record it has seen at the head of the list. These pointers are kept in a shared array
called Head. This information might be stale, that is, a processor might thread an
operation to the list, save a pointer to the threaded operation in its entry in the Head
array, and then be suspended for a long time. A processor following this pointer later
might end up in the middle of the list because other processors may thread many
operations in the meanwhile. So how can a processor know which of these records
is the latest? It is not possible to check whether the consensus object after is already
set, because the consensus object cannot be read without altering its value. Instead,
we add sequence numbers to the records on the list. Sequence numbers are assigned
so that later operations get higher sequence numbers. The record with the highest
sequence number, to which an entry in the Head array is pointing, is the latest on the
list.

The above ideas lead to the following algorithm, which is a nonblocking simulation
of an arbitrary object (for n processors) using n-processor consensus objects. The
algorithm augments the record type opr so it contains the following components (see
Fig. 15.5):

seq: Sequence number (read/write)
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Fig. 15.5 Data structures for nonblocking simulation using consensus objects.

inv: Operation type and parameters (read/write)
new-state: The new state of the object (read/write)

response:  The value to be returned by the operation (read/write)
after: Pointer to next record (consensus object)

In addition to the linked list of the operations applied to the object, the algorithm
uses a shared array Head[0..n — 1]; the ith entry, Head[], is a pointer to the last
cell in the list that p; has observed. Initially, all entries in Head point to the anchor
record, which has sequence number 1.

The pseudocode appears in Algorithm 49.

Showing that Algorithm 49 simulates the object is rather straightforward. Given an
admissible execution ¢ of the algorithm, the desired linearization is derived from the
sequence numbers of the records representing operations in the linked list. Clearly,
this linearization preserves the semantics of the simulated object, and the relative
order of non-overlapping operations.

We now study the progress properties of the algorithm.

For each configuration, C, in «, denote:

max-head(C) = max{Head[i].seq | 0 <i<n -1}

This is the maximal sequence number of an entry in the Head array in the configuration
C. We abuse terminology and refer to Head|i].seq as the sequence number of the ith
entry of the Head array.

Inspecting the pseudocode reveals that the sequence number of each entry of
the Head array is monotonically nondecreasing during the execution. Furthermore,
we have the following lemma, whose proof is left as an exercise to the reader
(Exercise 15.12):

Lemma 15.8 [fa processor performs £ iterations of its repeat loop, then max-head
increases at least by £.
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Algorithm 49 A nonblocking universal algorithm using consensus objects:
code for processor p;, 0 < i< n - 1.

Initially Head([4] points to anchor, forall j, 0 < j <n—1

I:  when inv occurs: // operation invocation, including parameters
2 allocate a new opr record pointed to by peoint with point.inv := inv

3 forj:=0ton—1do /I find record with highest sequence number
4 if Head|j].seq > Head[i].seq then Head[i] := Head[j]

5 repeat

6: win := decide(Head|[t).after,point) /I try to thread your record
7 win.seq := Head[i].seq + 1

8 win.new-state, win.response = apply(win.inv,Head[i] .new-state)

9: Head[i] := win // point to the record at the head of the list
10: until win = point

11: enable the output indicated by point.response /1 operation response

Therefore, if processor p; performs an unbounded number of steps, then max-head
is not bounded. This implies that max-head is nondecreasing during the execution;
furthermore, if « is infinite, then max-head is not bounded.

The above observation can be used to show that the algorithm is nonblocking.
Assume that some processor, p;, performs an unbounded number of steps, without
threading its operation to the list. Then max-head increases without bound, and
therefore, the sequence numbers are increasing. It follows that other processors
succeed in threading their operations to the list.

The algorithm is still not wait-free because the same processor might succeed in
applying its operation again and again, locking all other processors out of access to
the shared object.

15.3.3 A Wait-Free Algorithm Using Consensus Objects

As mentioned, the algorithm of the previous section is nonblocking, and itis possible
that a processor will never get to thread its opr record to the linked list. To make the
algorithm wait-free, we use the method of helping. This method means performing
the operations of other processors, not letting them be locked out of access to the
shared object.

The key to this idea is to know which processors are trying to apply an operationto
the object. This is done by keeping an additional shared array Announce|0..n — 1]; the
ith entry of this array, Announce][i], is a pointer to the opr record that p; is currently
trying to thread onto the list (see Fig. 15.6). Initially, all entries in Announce point to
the anchor record, because no processor is trying to thread an operation.

Given that it is known which processors are trying to apply an operation, the first
question is how to choose the processor to help, in a way that guarantees that this
processor will succeed in applying its operation.
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Fig. 15.6 Additional data structures for wait-free simulation using consensus objects.

The idea is to give priority, for each new sequence number, to some processor
that has a pending operation. Priority is given in a round-robin manner, using the
processors’ ids; that is, if processor p; has a pending operation, then it has priority in
applying the kth operation, where k = ¢ mod n. Thus if the sequence number at the
head of the list is & — 1, where k£ = ¢ mod n, then any competing processor checks
whether p; has a pending operation, and if so, it tries to thread p;’s operation to the
list. Clearly, if all competing processors try to thread the same operation, they will
succeed in doing so.

A final problem that arises is the issue of coordination between processors that
concurrently try to thread the same record to the list. In the simple case in which
operations are deterministic, the details of this coordination are relatively simple. In
this case, it is safe for different processors to write the new state or the response,
because they all write the same value (even if at different times). A processor detects
that its operation has been applied to the object, that is, threaded onto the linked
list, by seeing an assignment of a nonzero value to the sequence number of the
record associated with its operation. Nondeterministic operations are considered in
Section 15.3.5.

The pseudocode appears in Algorithm 50.

Fix some execution, c, of the algorithm. Proving that Algorithm 50 simulates the
object is done as in the nonblocking algorithm.

Let us argue why the algorithm is wait-free. Assume that p; tries to apply an
operation to the object. Let Cy be the first configuration after p; announces its
operation, in Line 2. As in the previous algorithm, for any configuration C of «,
we denote by max-head(C) the maximal sequence number of an entry in the Head
array, in C'. As in the previous algorithm, max-head grows without bound, if some
processor performs an unbounded number of steps in «.

Because max-head grows without bound, let C5 be the first configuration after
C in which max-head(C») = k = (i + 2) mod n. We argue that p;’s operation is
threaded by C5. Assume not. Then when any processor p; checks the if condition
in Line 7 after configuration C}, it finds that Announce[i].seq = 0. Therefore, all
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Algorithm 50 A wait-free universal algorithm using consensus objects:
code for processor p;, 0 < i< n — 1.

Initially Head[j] and Announce[j] point to the anchor record,
forall j,0< j<n~—1

1:  when inv occurs: // operation invocation, with parameters
allocate a new opr record pointed to by Announce[i]
with Announce(i].inv = inv and Announce[i].seq := 0

™

3 forj:=0ton— 1do // find highest sequence number
4: if Head[j).seq > Heud][i].seq then Head[i] := Head|j]

5: while Announce[i].seq = 0 do

6: priority := Head[i].seq+1 mod n /1 id of processor with priority
7: if Announcelpriority].seq =0 // check whether help is needed
8: then point := Announce[priority) // choose other record
9: else point := Announce(i] // choose your own record
10: win := decide(Head[:].after,point) /I try to thread chosen record
L1: win.new-state, win.response := apply(win.inv,Head[i].new-state)

12 win.seq = Head([1].seq + 1

13: Head[i] := win // point to the record at the head of the list
14: enable the output indicated by win. response // operation response

processors choose Announcel[i] for the (k + 1)st decision; by the agreement and
validity properties of the consensus object, they all decide on Announcel¢] and thread
p;’s operation.

The above argument can be made more precise to bound the step complexity of the
simulation. As in the algorithm of the previous section, after p; performs n iterations
of its while loop the value of max-head increases at least by n. Because each iteration
of the while loop requires O(1) steps by p;, a configuration C, as above is reached
after p; performs O(n) steps. This implies:

Theorem 15.9 There exists a wait-free simulation of any object for n processors,
using only n-processor consensus objects and read/write objects. Each processor
completes any operation within O(n) of its own steps, regardless of the behavior of
other processors.

The calculations in the above analysis charged one step for each invocation of the
decide operation on the consensus object. A more detailed analysis of the cost should
be based on the step complexity of the decide operation, in terms of operations on
more basic objects.

This shows that Algorithm 50 is a wait-free simulation of an arbitrary object for
7 Processors, using n-processor consensus objects. We can now state the general
universality result.
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Theorem 15.10 Any object X with consensus number n is universal in a system with
at most 1. Processors.

Proof. Algorithm 50 uses an arbitrary n-processor consensus object to wait-free
simulate any object ¥ in a wait-free manner. We use objects of type X to wait-free
simulate the n-processor consensus object. (]

15.3.4 Bounding the Memory Requirements

We have presented a wait-free simulation of an arbitrary n-processor object using n-
processor consensus objects and read/write objects. In this section, we show how to
bound the memory requirements of the construction. Note that there are two types of
memory unboundedness in this algorithm: The number of records used to represent
an object as well as the values of the sequence numbers grow linearly, without bound,
with the number of operations applied to the simulated object. Here, we describe
how to control the first type of unboundedness—the number of records; handling the
other type of unboundedness—the values of sequence numbers, is not treated here.

The basic idea is to recycle the records used for the representation of the object.
That is, each processor maintains a pool of records belonging to it; for each operation,
the processor takes some free record from its pool and uses it in the previous algorithm;
eventually, a record can be reclaimed and reused for another operation. A record can
be reclaimed if no processor is going to access it. The main difficulty is knowing
which of the records already threaded on the list will not be accessed anymore and
can be recycled.

To understand how this is done, we first inspect how records are accessed in
Algorithm 50. Note that each of the records already threaded on the list belongs
to some processor whose operation it represents. Such a record has an assigned
sequence number, which remains fixed for the rest of the execution. Consider some
record threaded on the list, belonging to processor p;, with sequence number &; we
refer to it as record number &.

Let p; be a processor that may access record number k. It follows that Head|j]
after Line 4 is less than or equal to k, and therefore, p;’s record is threaded with
sequence number & + n or less. Note that p;’s record could be threaded by other
processors helping it, yet p; will not detect it (being inside the while loop) and will
try to access record & on the list although its record is already threaded. However,
once p; detects that its record has been threaded, it will never access record k on the
list anymore.

The above argument implies that the processors that may access record number &
on the list are the processors whose records are threaded as numbers k+1, ..., k+n
on the list. These records do not necessarily belong to n different processors but
may represent several operations by the same processor. Considered backwards, this
means that if p;’s record is threaded as number &/, p; should release records number
P-1,...,k—-n

We add to the opr record type an array, released[l, .., n], of binary variables.
Before a record is used, all entries of the released array are set to false. If a record
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Algorithm 51 A wait-free universal algorithm using consensus objects
with bounded memory: code for processor p;, 0 < i< n—1.

Initially Head[j] and Announce[j] point to the anchor record, forall j, 0 < j < n

1:  when inv occurs: // operation invocation, with parameters
2: let point pointto a record in Pool such that
point.released[1] = ... =point.released[n] = true

and set point.inv to inv
3 for r := 1 to n do point.released[r] := false
4: Announceli] := point
5: forj:=0ton—1do /f find highest sequence number
6: if Head(j).seq > Head][i).seq then Head[i] := Head|j)

7: while Announce{i].seq = 0 do

8: priority .= Head[i].seq + 1 mod n /1 id of processor with priority
9: if Announcelpriority].seq = 0 /f check whether help is needed
10: then point := Announce[priority] I/ choose other processor’s record
11: else point := Announceli] / choose your own record
12: win := decide(Head[i].after,point) /I try to thread chosen record
13: win.before := Head

14; win.new-state, win.response = apply(win.inv, Head[i].new-state)

15: win.seq := Head([i].seq + 1

16: Head[i] := win /1 point to the record at the head of the list
17: temp := Announce{i].before

18: forr:=1tondo / go to n records before
19: if temp # anchor then

20: before-temp := temp .before

21: temp.released[r) = true /l release record
22: temp = before-temp

23: enable output indicated by Announceli].response

has been threaded as number & on the list, then released[r] = true means that the
processor whose record was threaded as number & + = on the list has completed its
operation. When a processor’s record is threaded as number %/, it sets released(r] =
trueinrecord k' —r,forr = 1,...,n. When released[r| = trueforallr = 1,...,n,
then the record can be recycled.

To allow a processor to move backwards on the list of records, we restore the
component before to the opr record type; when a record is threaded on the list, its
before component points to the previous record threaded on the list. Now the list is
doubly linked. The modified pseudocode appears as Algorithm 51.
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We leave the correctness proof (linearizability and wait-freedom) to the reader as
an exercise.

To calculate how many records a processor’s pool should contain, we need to
know how many unreleased records there may be, that is, records with false in some
entry of their released array. Note that if released[r] = false for record number & on
the list, then the record number & + r on the list belongs to an incomplete operation.
Because each processor has at most one operation pending at a time, there are at most
n records belonging to incomplete operations. Each of these records is responsible
for at most n unreleased records. Thus, there are at most n? unreleased records. It is
possible that all n? records belong to the same processor; therefore, each processor
needs a pool of n? + 1 records, yielding a total of O(n?) records.

15.3.5 Handling Nondeterminism

The universal algorithms described so far assumed that operations on the simulated
object are dererministic. That is, given the current state of the object and the invo-
cation (the operation to be applied and its parameters), the next state of the object,
as well as the return value of the operation, are unique. Many objects have this
property, for example, queues, stacks, and read/write objects; however, there are
object types with nondeterministic operations, for example, an object representing
an unordered set with a choose operation returning an arbitrary element of the set.
In this section, we outline how to modify the universal algorithm to simulate objects
with nondeterministic operations.

For simplicity, we refer to the version of the algorithm that uses unbounded
memory (Algorithm 50). Line 11 of this algorithm is where the new state and the
response are calculated, based on the current state and the invocation. Because we
assumed operations were deterministic, it is guaranteed that any processor applying
the invocation to the current state will obtain the same new state and response. Thus
it suffices to use read/write objects for the new-state and response fields of the opr
record; even if processors write these fields at different times, they will write the
same value.

When operations are nondeterministic, it is possible that different processors
applying the invocation to the current state will obtain a different new state or response
value. If we leave the new-state and response fields of the opr record as read/write
objects, it is possible to get inconsistencies as different processors overwrite new
(and different) values for the new-state or the response fields.

The solution is to reach consensus on the new state and the response. We modify
the opr record type so that the new state and response value are stored jointly in a
single consensus object. We replace the simple writing of the new-state and response
fields (in Line 1) with a decide operation of the consensus object, using as input
the local computation of a new state and response (using apply). The rest of the
algorithm remains the same.

We leave the details of this algorithm, as well as its proof, to the reader as an
exercise.
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15.3.6 Employing Randomized Consensus

We can relax the Liveness condition in the definition of a linearizable shared memory
(Section 9.1} to be probabilistic, that is, require operations to terminate only with
high probability; this way we can define randomized wait-free simulations of a shared
objects. Because randomized wait-free consensus algorithms can be implemented
from read/write objects (see Chapter 14), they can replace the consensus objects
in Algorithm 50. Thus there are randomized wait-free simulations of any object
from read/write objects, and there is no hierarchy of objects if termination has to be
guaranteed only with high probability.

Exercises

151

15.2

15.3
154
15.5
15.6

157

15.8

15.9

15.10
15.11

Prove that Algorithm 46 is a wait-free consensus algorithm for two processors.
What happens if three processors (or more) use this algorithm?

Prove that Algorithm 47 is a wait-free consensus algorithm for any number of
processors.

Prove that CN(test&set)= 2.
Prove that CN(stack)= 2.
Prove that CN(fetch&inc)= 2.

The wait-free consensus algorithm for two processors using a FIFO queue
relies on the fact that the queue was nonempty initially. Present a two-
processor wait-free consensus algorithm that uses two queues that are initially
empty and read/write objects.

Show that the consensus number of an augmented queue, which allows peek
operations, that is, reading the head of the queue without removing it, is
infinite.

Show that for every integer m > 1, there exists an object with consensus
number m.

Hint: Consider a variation of an augmented queue that can hold up to m
values; once a processor attempts to enqueue the (m + 1)st value, the queue
“breaks” and returns a special L response to every subsequent operation.

Show that consensus numbers also determine the existence of nonblocking
simulations. That is, prove that if CN(X} = m and CN(Y') = n > m, then
there is no nonblocking simulation of Y by X in a system with more than m
Processors.

Prove the linearizability property of Algorithm 48.

Prove the linearizability property of Algorithm 49,
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15.12 Prove Lemma 15.8.

15.13 Consider the following modification to Algorithm 50: First try to thread your
own operation and only then try to help other processors. Show that the
modified algorithm is not wait-free.

15.14 Consider the following modification to Algorithm 50: Add an iteration of
the for loop (of Lines 3—4) inside the while loop (of Lines 5-13). What is
the step complexity of the new algorithm? Are there situations in which this
modification has improved step complexity?

15.15 Present a universal wait-free algorithm for simulating an n-processor object
type with nondeterministic operations, using n-processor consensus objects;
follow the outline in Section 15.3.5. Present the correctness proof for this
algorithm.

15.16 Consider the same modification as in Exercise 15.14 to Algorithm 51: Add an
iteration of the for loop (of Lines 5-6) inside the while loop (of Lines 7-16).
What is the step complexity of the new algorithm? Are there situations in
which this modification has improved step complexity?

15.17 Complete the correctness proof for Algorithm 51.

15.18 Show an execution of Algorithm 51, where n? records belonging to the same
processor are not released.

15.19 A way to slightly reduce the memory requirements of Algorithm 51 is to
have all processors use the same pool of records. Develop the details of this
algorithm, which requires O(n?) records.

Chapter Notes

The results in this chapter indicate that there is a rich hierarchy of object types, and
that some objects can be used to solve more problems than others. As mentioned
in the introduction to this chapter, modern and proposed multiprocessors typically
provide hardware primitives more powerful than just reading and writing. One would
like to program at a higher level of abstraction than register operations, using shared
objects of arbitrary types. As we have shown, if an object has a low consensus
number, then it cannot be used, either alone or with additional read/write registers, to
wait-free simulate an object with a high consensus number. Many common objects
are universal and can be used to solve consensus among any number of processors,
for example, compare&swap, or load-linked and store-conditional. Universal objects
are desirable in hardware as they promise solutions for many other problems.

It is tempting to classify object types according to their consensus number. One
way to do that, mentioned in passing before, is to organize object types into a hierar-
chy, where level n of the hierarchy contains exactly those objects whose consensus
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number is n. This classification into levels of a hierarchy is meaningful only if object
types at a higher level are somehow “stronger” than object types at lower levels.

The term “robust” has been applied to the notion of a meaningful hierarchy. A
reasonable definition of robustness is that objects at a lower level cannot be used to
simulate objects at a higher level. In more detail, a hierarchy is defined to be robust
if any collection of object types 7, all at level k (or lower) of the hierarchy, cannot
wait-free simulate an object type 7" that is at level & + 1 (or higher) of the hierarchy.
Jayanti [144] asked whether the wait-free hierarchy is robust and showed that if the
consensus number is defined without allowing the use of read/write registers, or by
allowing only a single object of the lower type, then the hierarchy is not robust. Our
definition of the consensus number is consistent with this result, because it allows
read/write registers and multiple objects of the lower type.

It turns out that the answer to the robustness questiondepends on additional aspects
of the model. One aspect is whether operations of the object are deterministic or
not; that is, whether the result of applying an operation to the object is unique, given
the sequence of operations applied so far. Lo and Hadzilacos [172] showed that
if objects are not deterministic, then the hierarchy is not robust. If the objects are
deterministic, then the issue of robustness depends on some delicate assumptions
concerning the relationships between the processors and the “ports™ of the objects.
Think of a port as a conduit through which operations can be applied to an object. An
object may or may not be able to return different values, depending on which port is
in use, and various rules concerning the binding of processors to ports are possible.
The complete story has not yet been discovered; see a recent survey [105] for more
information and references.

Another reasonable definition of robustness is that objects at a higher level can
solve more problems than objects at a lower level. Specifically, consider two object
types T and T", such that CN(T) = m < CN(T"} = n. Under this interpretation,
a robust hierarchy would mean that by using 7" we can solve a strictly larger set of
problems than by using 7. However, such a hierarchy does not exist: It was shown by
Rachman [224] that for any N, there exists an object type T', which can be accessed
by 2N + 1 processors, whose consensus number is 1; furthermore, 7" can be used to
solve 2-set consensus (defined in Section 16.1) among 2N -+ 1 processors. However,
any number of N -consensus objects and read/write registers cannot be used to solve
2-set consensus among 2N -+ 1 processors. Thus 7, an object type at level 1, can be
used to solve the 2-set consensus problem, but an object at level N (/NV-consensus)
cannot be used to solve the same problem. This anomalous behavior is possible
because the number of processors is larger than the number for which N-consensus
is universal.

Most of this chapter is based on Herlihy’s work on impossibility and universality
of shared objects [134]. Universality results for a specific consensus object (sticky
bits) were presented by Plotkin [216]. Universality results using load-linked and
store-conditional were presented by Herlihy [131]. Other general simulations were
given by Prakash, Lee, and Johnson [219], by Shavit and Touitou[241], and by Turek,
Shasha, and Prakash [254].
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There have also been suggestions to modify the operating system in order to
support more efficient nonblocking simulations of objects; interesting research in
this direction was presented by Alemany and Felten [8] and by Bershad [51].
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16

Problems Solvable in
Asynchronous Systems

The impossibility result proved in Chapter 5 shows that consensus cannot be solved
deterministically in failure-prone asynchronous systems. As shown in Chapter 15,
the impossibility of solving consensus implies that many other important problems
cannot be solved deterministically in failure-prone asynchronous systems. However,
there are some interesting problems that can be solved in such systems.

In this chapter we survey several such problems. The first problem is set consensus,
a weakening of the original consensus problem in which a fixed number of different
decisions are allowed. We present a lower bound that relates the number of different
decisions to the number of processor failures. The second problem is an alternative
weakening of consensus, called approximate agreement, in which the decisions must
lie in a sufficiently small range of each other. The third problem is renaming, in which
processors must choose new identifiers for themselves. We also discuss k-exclusion,
a fault-tolerant variant of mutual exclusion in which multiple processes can be in the
critical section at a time. Solutions to the renaming problem can be used to solve a
variant of k-exclusion, in which processes must each occupy a specific “place” in the
critical section.

Throughout this chapter we assume the asynchronous shared memory model with
crash failures. The maximum number of crash failures allowed in an admissible
execution is denoted f. The simulation presented in Chapter 10 (Section 10.4)
allows us to translate these results to the message-passing model, with f < n/2
crash failures.

343
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16.1 K -SET CONSENSUS

The consensus problem for crash failures (studied in Chapter 5) required that all
nonfaulty processors eventually decide on a single value, where that value is one of
the original input values. We can loosen this problem statement to require only that
the number of different values decided upon by nonfaulty processors be at most some
quantity, say k, while still requiring that every decision value be some processor’s
original input. Obviously, this problem is only challenging to solve if the number of
values, k, is less than the number of processors, n; otherwise, the trivial algorithm,
in which every processor decides on its input value, is a solution to this problem that
tolerates any number of failures. The original consensus problem can be viewed as
a special case of this problem, where k = 1.

We now give a more formal definition of the k-set consensus problem. Each
processor p; has special state components z;, the input, and y;, the ourput, also called
the decision. Initially z; holds a value from some set of possible inputs and y; is
undefined. Any assignment to y; is irreversible. A solution to the consensus problem
must guarantee the following, in every admissible execution:

Termination: For every nonfaulty processor p;, y; is eventually assigned a value.

k-Agreement: |{y; : p; is nonfaulty,0 < i < n — 1}| < k. That is, the set of deci-
sions made by nonfaulty processors contains at most k values.

Validity: If y; is assigned, then y; € {zo,...,2,-1}, for every nonfaulty processor
pi- That is, the output of a nonfaulty processor is one of the inputs.

In this section, we show that the k-set consensus problem is solvable in an asyn-
chronous system subject to crash failures as long as f, the number of failures to be
tolerated, is at most k — 1. Afterwards, we show that this bound is tight. In the
wait-free case, where the number of failures to be tolerated is n — 1, it follows that
k-set consensus is possible only if £ = n; in this case, the trivial algorithm, in which
each processor decides on its own input, solves the problem.

We now describe a simple algorithm for k-set consensus. This algorithm, like most
algorithms in this chapter, is presented for the shared memory model, and employs
an atomic snapshot object, as defined in Chapter 10.

The snapshot object initially holds an empty indication in each segment. Each
processor p; writes its input z; to its segment in the snapshot object; then, it repeatedly
scans the snapshot object until it sees at least n — f nonempty segments. Processor
p;i decides on the minimum value contained in its last scan of the snapshot object.
The pseudocode appears as Algorithm 52. The name of the atomic snapshot object
is not explicitly included in the calls to the update and scan procedures.

Theorem 16.1 Algorithm 52 solves k-set consensus in the presence of f crash fail-
ures, where f < k — 1.

Proof. We show that the above algorithm solves k-set consensus. Fix an admissible
execution of the algorithm.
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Algorithm 52 k-set consensus algorithm for f < k failures:
code for processor p;, 0 < ¢ <n— 1.

1:  update;(z) // write input value to snapshot segment
2: repeat

3 values := scan;()

4: until values contains at least n — f nonempty segments

5: y:= min(values) {/ decide on smallest element of values

Consider any nonfaulty processor p;. Termination follows since there are at most
f crash failures. Because processors fail only by crashing, every value that is ever
put into a processor’s local variable values is the input value of some processor.
Therefore, p; decides on the input value of some processor, and the validity condition
is satisfied.

Let S be the set of all values v such that v is the minimum value contained in
the final scan of the snapshot object by some nonfaulty processor. We now prove
that the set S contains at most f + 1 distinct values. Suppose, in contradiction, that
S contains at least f + 2 distinct values, and let v be the largest among them. It
follows that there are f + 1 distinct input values that are strictly smaller than v, say
Ly, ..., &;, (the input values of p;,, ..., pi,). Let p; be a nonfaulty processor such
that v is the minimum value contained in its final scan. Thus p;’s final scan does not
include the input values of py,, ..., pi,, but then p;’s last scan missed at least f + 1
input values, which contradicts the code.

Since the set S is exactly the set of decision values of nonfaulty processors, we
have just shown that the number of nonfaulty decisions is at most f + 1, which is at
most &, which implies the k-agreement condition. (|

The obvious next question is, what happens when the number of failures exceeds
k? Is k-set consensus still solvable? As we shall see next, the answer is negative.

Lower Bound

We now show that there is no algorithm for solving &-set consensus in the presence of
f > k failures. For k = 1, this amounts to the impossibility of solving the consensus
problem, proved in Chapter 5. We first prove the lower bound for k = 2and n = 3
and later discuss how to extend the result for other values of k£ and n.

For the purpose of the lower bound, we assume that all communication is via
an atomic snapshot object! with a single segment for each processor and that an
algorithm consists of an alternating sequence of updates to the processor’s segment

! Almost the same proof works if processors communicate by ordinary read and write operations; we assume
a snapshot object because it slightly simplifies matters, and to be consistent with the other algorithms in
this chapter.
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Fig. 16.1 Two block executions a1 and az; u denotes an update operation and s denotes a
scan operation; perpendicular lines separate blocks.

and scans of the snapshot object. Moreover, a processor maintains a local step counter
that is written in each update.

A block B is an arbitrary nonempty set of processor ids, that is, B is a subset
of {0,...,n — 1}. A block B induces a schedule fragment in which, first, each
processor in B updates its segment of the snapshot object, and then each processor in
B scans the snapshot object. For concreteness, we will assume that the updates are
done in increasing order of processor id, as are the scans; however, the internal order
of the update operations and the internal order of the scan operations are immaterial,
as long as all update operations precede all scan operations.

Fix some k-set consensus algorithm A. A block execution of A is an execution
whose schedule is a sequence of schedule fragments, each of which is induced by a
block, and whose initial configuration has each processor starting with its own id as
input, that is, p; starts with 7, 0 < i < n— 1. Thus a block execution, «, is completely
characterized by the sequence of blocks By, Bs, . .., B that induces its schedule. We
abuse notation and write @ = Bi, B,,..., B;. For notational convenience, we do
not include steps of processors once they have decided.

The lower bound proof considers only admissible block executions of A in which
there are no failures. Of course, A has to work correctly for all (admissible) execu-
tions, including those with failures, and all inputs; in fact, it is the requirement that A
can tolerate failures that allows us to make crucial deductions about block executions
with no failures.

Although they are very well-structured, block executions still contain uncertainty,
because a processor does not know exactly which processors are in the last block.
Specifically, if p; is in By and observes an update by another processor p;, p; does
not know whether p;’s update is in By, _; or in By. Consider, for example, the block
executions in Figure 16.1. First note that p; and p; do not distinguish between o
and a3. However, because each processor increments a counter in each of its steps
and includes it in its segment, pg distinguishes between oy and ag — in a1, py reads
the second update of p,, whereas in a4, it reads the first update of ps.

In Chapter 4 we defined the notion of similarity between configurations (Defini-
tion 4.1); here, we define an extended notion of similarity between block executions.

Let o = By, ..., B;; the view of processor p; after block By, is p;’s state and the
state of all shared variables in the configuration after prefix of o that corresponds to
Bi, ..., By. The view of processor p; in o, denoted a|p;, is the sequence containing
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p;’s view after each block in which p; appears; a|p; is empty if p; does not appear in
any block.

Two block executions, « and o', are similar to some set of processors P, denoted
a X o, if for any processor p; € P, a|p; = o'|p;. When P = {pg,...,pn-1} —
{p;}, we use « "L o as a shorthand; for the nontrivial case « # o, this means that
p; is the only processor distinguishing between « and o',

We say that p; is unseen in a block execution « if there exists £ > 1, such that
p; & B, forevery r < k and B, = {p;} for every r > k. Intuitively, this means
that p;’s steps are taken after all other processors decide and none of them ever sees
a step by p;. Note that at most one processor is unseen in a block execution. For
example, p; is unseen in executions oy and «g of Figure 16.1.

Itis crucial to this proof to understand that it is possible to have an unseen processor
pi in an admissible execution of the algorithm A. The reason is that A is supposed to
be able to tolerate the failure of (at least) one processor: If p; takes no steps initially,
the other processors must be prepared for the possibility that p; has failed and thus
they must decide without communicating with p;. After the remaining processors
have decided, it is possible for p; to start taking steps.

Lemma 16.2 Ifa processor p; is unseen in a block execution o then there is no block

. p;
execution o' # o such that o« ~' o',

Proof. Let o = By, By,.... If p; is unseen in «, then there exists some & such
that p; ¢ B, forevery r < k and B, = {p;} for every r > k. Assume, by way
of contradiction, that there is a block execution o’ = B{, Bj,... # «, such that

-y

< o, Let [ be the minimum index such that B, # B, that is, the first block in
which o and o differ.

If{ > k then B; = {p;} in a, whereas in o', B/ must include some other
processor, p;; however, p; distinguishes between « and o/, a contradiction. If [ < k
then p; ¢ B;. Since no processor in B; distinguishes between « and ¢, then the
same processors must be in B;, again contradicting the assumption that B; # B;. [J

If p; is not unseen in «, then it is seen. Formally, a processor p; is seen in k, if
pj € Bk, and some processor p; # p; is in B,, for some r > k. If p; is seen, then
p; is last seen in k, if k is the largest index in which p; is seen. For example, py and
ps are seen in both @y and ag (Fig. 16.1); in a3, pg is last seen in Bs.

Lemma 16.3 If p; is seen in a block execution «, then there is a unique block

. —p;
execution o' # « such that o’ ~' a.

Proof. Assume that in @« = By, Bs,..., p; is last seen in k. It is possible
that p; appears in blocks later than By, but in this case o can be written as
a = By,...,B:,{p;}, .., {p;} Define a block execution o' as follows:

L. If By # {p;}. then take p; into an earlier block by itself, that is,

o = Bl:- "1Bk-—1y{pj}}Bk — {pj})Bk-{-la c. -)Bts{pj};-' 1{p]}
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Fig. 16.2 Tilustration for first case in proof of Lemma 16.3, B = {p:,p;}.

where the number of final blocks consisting only of p; is sufficient for p; to
decide (see Fig. 16.2).

2. If By = {p;}, then merge p; with the next block, that is,

a = BI,...,Bk_l,{pj} UBk+1,Bk+2,...,Bt,{pj},..‘,{pj}

where the number of final blocks consisting only of p; is sufficient for p; to
decide.

Clearly, o/ X . Since p; distinguishes between « and o’ (Exercise 16.2), we have
that o # o’. We now show that o is unique.

If B # {p;} (Case (1)), then clearly, there is another processor p; € By. If
By, = {p;} (Case (2)), then there is another processor p; € Biyi: By is not
empty and does not include p;. Moreover, if p; € B,, for some r > k, then
B, = {p;} forevery v’ > r (otherwise, p; would be last seen in k — 1 of ).

In both cases, for any block execution o’/ that is neither « nor o, p; distinguishes
between a and o/, which proves the uniqueness of o' O

Now construct a graph B,. The nodes of B, correspond to block executions
with n processors; since the algorithm is wait-free, there is a finite number of block
executions and, therefore, the graph has a finite number of nodes (Exercise 16.5).
There is an edge between two nodes corresponding to block executions o and o if
and only if & o, for some processor p;; the edge is labeled with p;. For example,
the part of Bs for the two executions of Figure 16.1 has two nodes, one for o; and
one for oy, and an edge between them labeled with pg (Fig. 16.3).

By Lemma 16.2, a node with degree n — 1 corresponds to a block execution in
which some processor p; is unseen.

By Lemma 16.3, the degree of a node in B,, that corresponds to a block execution
without an unseen processor must be 7.

23] (23]

Fig. 16.3 Part of B; for the executions of Figure 16.1.
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unseen unseen

Fig. 16.4 The graph for block executions of two processors, B, with the imaginary node,
A

We now color the edges of B,,. If there is an edge between executions « and o’
labeled with p; then, by definition, o AT herefore, all processors other than
pj. namely, po, ..., Pj—1,Pj+1,- - -, Pn—1, decide on the same values in « and in o',
The edge is colored with this set of decisions. Consider, for example, the executions
of Figure 16.1; if p; decides on 1 and p decides on 2 then the edge in Figure 16.3 is
colored {1, 2}.

The discussion so far has applied to any number of processors; consider now the
very simple case of a system with two processors. In this case, we can list all block
executions; for example, if each processor (always) takes exactly two steps before
deciding, then some of the block executions are:

B = {po}, {po}, {p1}, {p1}
2 B = {po}, {po, 1}, {;1}
& B = {po}, {;1}, {po}, {p1}
X Ba={po}, {m}, {po, p1}
kg Bs = {po}, {p1}, {p1}, {Po}

BB = {p1}, {p1, o}, {Po}
B ={m) {p), {po}, {po}

Note that there are two nodes with degree 1—one for the single execution in
which py is unseen and one for the single execution in which p; is unseen. We add
an imaginary node, A, with edges to these nodes, labeled with the unseen processor.
Let B, be B, with the imaginary node. Figure 16.4 shows By.

In Bs, the color of an edge is a single value—the decision of a processor not
distinguishing between the two incident executions. The coloring of edges extends
naturally to the edges adjacent to A; an edge labeled with p; is colored with the
decision of p;_;, the other processor. We concentrate on edges in By colored with
{0} and define the restricted degree of a node v to be the number of edges colored
with {0} that are incident to v.
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Consider a non-imaginary node v with one incident edge colored with O and
another incident edge colored with [ (that is, the restricted degree of v is exactly 1).
Node v corresponds to an execution in which one processor decides 0 and the other
processor decides 1. That is:

Lemma 16.4 If the restricted degree of a (non-imaginary) node is 1, then the node
corresponds to an execution in which {0, 1} are decided.

Clearly, the edge incident to the imaginary node, A, labeled with p4, is colored
with {0}; the other incident edge, labeled with py, is colored with {1}. Thus the
restricted degree of A is exactly 1. The sum of the restricted degrees of all nodes
must be even, because each edge is counted twice in the summation. Thus there is
an odd number of non-imaginary nodes with odd restricted degree, that is, there is an
odd number of non-imaginary nodes with restricted degree 1. That is:

Lemma 16.5 There is an odd number of executions in which {0, 1} are decided.

Therefore, there is at least one execution in which {0, 1} are decided. This
provides an alternative proof for the impossibility of consensus; moreover, this can
be used to prove the impossibility of wait-free three-processor algorithms for 2-set
consensus, as shown next.

Let us now consider the case of three processors, pg, p; and ps. Recall that
in block executions p; starts with input ¢, namely, 0, 1, or 2, and by the problem
definition, processors must decide on at most two different values and the decisions
must be a subset of the inputs.

We consider the graph Bs, defined as above, and add an imaginary node A, with
an edge to each node with degree 2, corresponding to a block execution with an
unseen processor; the edge is labeled with the unseen processor. The extended graph
is denoted Bs. After A is added, the degree of each non-imaginary node is exactly 3;
each of its adjacent edges is labeled with a different processor. In the same manner,
the additional edges are colored with the set containing the decisions of all processors
but the unseen processor.

For three processors, we concentrate on edges colored with the pair {0, 1}; this
means that the pair of processors that do not distinguish between the two adjacent
executions decide on 0 and on 1 (in both executions). Similarly to the two-processor
case, the restricted degree of a node v is the number of edges colored with {0, 1}
that are incident to v. Exercise 16.6 asks you to show that a {non-imaginary) node
cannot have restricted degree 3, that is, it cannot have three incident edges colored
with {0, 1}.

Therefore, the restricted degree of a node is at most 2. As in the case of two
processors, the restricted degree is interesting because we can prove:

Lemma 16.6 If the restricted degree of a (non-imaginary) node is 1, then the node
corresponds to an execution in which {0, 1,2} are decided.

Proof. Let o be the block execution corresponding to a node v. Without loss of
generality, assume that the single incident edge colored with {0, 1} is labeled by
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processor pp and that p; decides 0 and ps decides 1 in . We argue that py decides 2
ina.

If pg decides 0 in «, then consider the edge incident to » labeled with p;. This
edge must exist since each node has n an adjacent edges, each labeled with a different
processor. It must be colored with {0, 1} (the decisions of pg and p2). Similarly, if
po decides 1 in o, then consider the edge incident to v and labeled with pa; it must be
colored with {0, 1} (the decisions of pg and p;). In both cases, the restricted degree
of v must be 2. O

What is the restricted degree of the imaginary node? This is the number of
block executions with an unseen processor in which {0, 1} are decided by the seen
processors. By the validity condition, these can only be executions in which p; is
unseen. Thus these are block executions in which pg and p; run on their own, not
seeing p- at all, and po runs after they decide. It can be shown (Exercise 16.8)
that these executions have a one-to-one correspondence with all two-processor block
executions, as captured by B;. By Lemma 16.5, there is an odd number of two-
processor block executions in which {0, 1} are decided. Therefore, the restricted
degree of A is odd.

Because the sum of restricted degrees of nodes in the extended graph B (including
A) is even, there must be an odd number of non-imaginary nodes with odd restricted
degree. Because the restricted degree of a node is at most two, it follows that an odd
number of nodes have restricted degree 1. Therefore, at least one node has restricted
degree 1. By Lemma 16.6, this node corresponds to an execution in which {0, 1,2}
are decided, which proves:

Theorem 16.7 There is no wait-free algorithm for solving the 2-set consensus prob-
lem in an asynchronous shared memory system with three processors.

For wait-free algorithms, the lower bound for any value of k& is proved by consid-
ering By, colored as before. Define the restricted degree of a node to be the number
of edges colored with {0, ..., & — 2} that are incident on the node. The above com-
binatorial argument can be extended, by induction, to show that an odd number of
nodes has restricted degree 1 (Exercise 16.10). The lower bound then follows from
the natural extension of Lemma 16.6 for 5, (Exercise 16.11).

The lower bound can be extended to any number of failures f > %, in the same
manner that the impossibility of consensus is extended from wait-free algorithms
to any number of failures (Chapter 5). The simulation of Section 5.3.2 needs to
be extended to work for any number of simulating processors (not just two); more
details appear in Exercise 16.12 and the chapter notes.

Finally, the simulation of atomic snapshot objects from read/write registers (Al-
gorithm 30), together with the simulation of read/write registers in message-passing
systems (described in Section 5.3.3), imply that the same lower bounds hold for asyn-
chronous message-passing systems, as long as f > n/2. If f < n/2, this problem,
as well as all the other problems in this chapter, cannot be solved in asynchronous
message-passing systems; the proof is similar to proof of Theorem 10.22.
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16.2 APPROXIMATE AGREEMENT

The approximate agreement problem is another weakening of the standard consensus
problem, which, like &k-set consensus, admits fault-tolerant solutions in asynchronous
systems. Instead of allowing limited disagreement in terms of the number of different
values decided, a range is specified in which decision values must fall.

Processor p;’s input value is denoted z; and its output value is denoted y;, 0 < ¢ <
n — 1. Input and output values are real numbers. The following conditions should be
satisfied in every admissible execution by a solution to the e-approximate agreement
problem, for some positive real number ¢:

Termination: For every nonfaulty processor p;, y; is eventually assigned a value.

e-Agreement: For all nonfaulty processors p; and p;, |y — y;| < €. That is, all
nonfaulty decisions are within € of each other.

Validity: For every nonfaulty processor p;, there exist processors p; and py such that
z; < y; < xg. That is, every nonfaulty decision is within the range of the
input values.

Below, we present two wait-free algorithms for approximate agreement: a simple
algorithm that depends on knowing the range of possible input values and an adaptive
algorithm that does not require this knowledge.

16.2.1 Known Input Range

We now present an algorithm that solves the approximate agreement problem for up
to nn — 1 failures. The algorithm proceeds in a series of asynchronous rounds. In each
round, processors exchange values and apply an averaging function (specifically,
computing the midpoint) to the values exchanged in order to compute new values,
which are used in the next round. Values are exchanged by having each processor first
update its segment of an atomic snapshot object and then scan the snapshot object.
The exchange of values is asymmetric in that a fast process might see many fewer
values in the snapshot object than a slow one; however, it is guaranteed to see at least
one (its own).

As will be shown, each round reduces the spread of the values held by processors
by a factor of 2. The number of rounds required until the spread is within the
specified e is the log of the range of the inputs divided by €. The intuition behind this
calculation is that the number of factor-of-2 reductions required to shrink the spread
from its original range to ¢ is the log (base 2) of the ratio of the old and new ranges.
Later, we discuss how to modify the algorithm to work with an unknown input range.

For simplicity of presentation, the algorithm uses a separate snapshot object for
each round r, ASO,. Initially each segment in ASO, holds an empty indication.
The pseudocode appears as Algorithm 53. Given a nonempty set X, the function
range( X ) returns the interval [min{X ), max(X)], and the function spread(.X) returns
the length of this interval, that is, max(X) — min(X); the function midpoint{.X)
returns the middle of range(X), that is,  (min(X) + max(X)).
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Algorithm 53 Asynchronous round » > 1 of wait-free ¢-approximate agreement
algorithm for known input range: code for processor p;, 0 < i < n— 1.

Initially v = z and maxRound = [log, %] +1,
where D) is the maximal spread of inputs

update; (ASO,.,»)

values|r] := scan;(ASO,)

v := midpoint(values[r])

if 7 = maxRound then y := v and terminate // decide

W

The algorithm uses a separate snapshot object for each round, but they can be re-
placed with a single snapshot object, in which each processor writes the concatenation
of its values for all rounds so far (see Exercise 16.13).

The following lemmas are with respect to an arbitrary admissible execution of the
algorithm.

For each » > 1 and each processor p;, denote by V;” the value of p; ’s local variable
values|r] after Line 2 of asynchronous round r. For each » > 1, denote by I/” the set
of all values ever written to ASO,; this can be by either faulty or nonfaulty processors.
Denote by {/° the set of input values of all processes.

Let M be the value of maxRound. Note that U” is not empty, for every r,
0 < r < M. The key for the correctness of the algorithm is the next lemma.

Lemma 16.8 For every asynchronous round r, 0 < r < M, there exists a value
u € range(U"), such that min(U™+1) > (min(U") + u)/2 and max(U"t1) <
(max(U") + u)/2 (see Fig. 16.5).

Proof. Let u be the first value written (in Line 1) with round number r, by some
processor p;. We argue that u satisfies the claim of the lemma.

By the properties of the atomic snapshot object, each processor that participates
inround 7 + 1 reads » when calculating its value for round r + 1. This holds since if
p; overwrites u, it is with a round number larger than r, so scans that are linearized
after p; overwrites u will be used for a round strictly bigger thanr+ 1. Thusu € V7,
for any processor p; calculating a value v; *+1 for round r + 1. The lemma follows by
proving that (min(U") + u)/2 < v[*' < (max(UT) 4 u)}/2, which we leave as an
exercise to the reader (see Exercise 16.16). O

As Figure 16.5 makes obvious, the above lemma implies:

min(U") m_g_m u MZ_&E max(U")
| i i ] }
T I
min(Ur+1) max([/7t1)

Fig. 16.5 Tlustration for Lemma 16.8.
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Lemma 16.9 Forevery r, 0 < r < M, range(U™t1) C range(U").

Moreover, the spread of values is reduced by a factor of 2 at each asynchronous
round.

Lemma 16.10 Forevery r, 0 < r < M, spread(U"*+) < Lspread(U").

Theorem 16.11 Algorithm 53 solves wait-free c-approximate agreement when the
input range is known.

Proof. Fix an admissible execution of the algorithm.

Termination follows since each processor performs at most maxRound asyn-
chronous rounds and each asynchronous round completes within a finite number
of steps.

To prove validity, consider some nonfaulty processor p;. By repeated application
of Lemma 16.9, its decision g; is in the range of all the input values.

We now consider ¢-agreement. Consider any two nonfaulty processors p; and p;.
By definition, maxRound = [log,(D/¢)]; clearly, maxRound > log,(spread(U?)/¢).

By repeated application of Lemma 16.10,

Spread( UmaxRonnd) < spread ( UO) . 2—maxRound
Substituting the above lower bound on maxRound shows that
Spread(UmaxRound) <e

By the code, p;’s decision, y;, and p;’s decision, y;, are in U"®Ren? Hence,
lvi —yil < e O

We can state an explicit bound on the number of steps taken by a nonfaulty
Pprocessor.

Theorem 16.12 A nonfaulty processor performs O([log,(D/¢)]) scan and update
operations on a snapshot object before deciding, in any admissible execution of
Algorithm 53.

16.2.2 Unknown Input Range

Algorithm 53 depends on knowing D, an upper bound on the spread of input values.
Such a bound is not always available, and even when it is available, the bound can be
very large compared with the actual spread of input values in the execution. We now
describe an algorithm that does not rely on knowing D.

A close look at the algorithm reveals that what we really need is a bound on
the spread of inputs in the execution. A first idea would be to modify the current
algorithm so it calculates the number of rounds dynamically at each round, based on
the spread of the inputs of processors that have started the execution so far. However,
constider the case where some processor, say py, takes a solo execution in which it
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Algorithm 54 Wait-free e-approximate agreement algorithm for unknown input
range: code for processor p;, 0 <1< n—1.

1: update;({z,1,z))

2: repeat

3 {0, 70,%0)s .-+, {(Tn-1,Tn-1, ¥n_1) = sCAN()

4: maxRound :=log, (spread(zq, ..., zn—1)/€) // assume that log, 0 = —c0
5: Tmax = max{rg, ..., -1}

6: values == {v; | 7j = Tnax, 0 < j < n =1}

7: update; ({2, rmax + 1, midpoint{values)))

8: until ry,y > maxRound

9: y = midpoint(values); /1 decide

writes its input, executes some number of rounds, K, and then decides, without p,
taking any steps. It can be shown that, in this case, pg must decide on its input, zg
(see Exercise 16.15). Suppose after py decides, processor p; starts a solo execution
with an input 1, such that |zo — 2| > € - 2K+2; p; writes its input, reads 2, 2; and
calculates a number of rounds to execute, K’ > K + 2. Note that by asynchronous
round K +1, py’s preference is still more than e away from z,. Later, when executing
asynchronous round K + 2, p; reads only its own preference for round K + 1, so
p1’s preference remains the same until it decides. Thus py decides on a value that is
more than € away from zg, contradicting the e-agreement property.

To avoid this problem, a processor does not go from one round to the next round,
but rather skips to one more than the maximal round r that it observes in a scan, taking
the midpoint of the values already written for this round » (and possibly ignoring its
own input value).

The pseudocode appears as Algorithm 54.

The correctness proof assumes an arbitrary admissible execution of the algorithm.

We use the same notation of " and V" as in the proof of the previous approximate
agreement algorithm, but with slightly modified definitions because space is reused.
For » > 1, U™ is the set of all values ever written (in Line 1 or Line 7) to the atomic
snapshot object with round number r (middle element of the triple). U? is defined to
be the set of input values of all processors. For » > 1, V" is the value of p;’s variable
values after executing Line 6 with rmax = ». (If p; never has its ry,x variable equal
to 7, then V" is undefined.)

Let M be the largest r such that U” is not empty. Convince yourself that I/™ is not
empty, forevery r, 1 < r < M. The proof of Lemma 16.8 remains almost exactly
the same (except that u can be written either in Line 1 or in Line 7 of the algorithm).
Therefore, we can derive Lemma 16.9 and Lemma 16.10.

Theorem 16.13 Algorithm 54 solves wait-free e-approximate agreement when the
input range is unknown.

Proof. Fix an admissible execution of the algorithm.
To show that termination holds, we must show that no processor can keep in-
creasing maxRound forever. maxRound only can increase if another processor starts
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executing the algorithm, thus increasing the spread of observable inputs. Since there
is a finite number of processes, maxRound can only be increased finitely many times.

Validity follows in a manner similar to the proof for Theorem 16.11.

We consider e-agreement. Let R be the smallest round in which some nonfaulty
processor p; decides. We claim that spread(U/®) < e. By Lemma 16.9, for any
round R/ suchthat R < R’ < M, range(UR’) C range(U #), which, together with
the claim, implies ¢-agreement.

We now verify the claim that spread(U®) < ¢. Consider some value v € Uk
written for round R by p;. If p; writes its input value (i.e., performs its first update)
before p; computes maxRound for the last time, then the claim follows as in the proof
of Theorem 16.11. If, on the other hand, p; writes its input value after p; computes
maxRound for the last time, then the maximal round number seen by p; in its first
scan is at least R. (In this case, p; ignores its input.) Thus, the value written by p;
for any round greater than or equal to R is in the range of the values written so far
for round R, which proves the claim. O

16.3 RENAMING

The coordination problems considered so far in this chapter—#&-set consensus and
approximate agreement—require processors to decide on values that are close to-
gether. We now present a problem in which processors should decide on distinct
values, but in a small range.

The renaming problem considers a situation in which processors start with unique
names from a large domain {the original names) and, for some reason, they need to
shrink it. Thus each processor should pick a new name from some small name space
[1..M]. Denote by y; the new name chosen by processor p;; the main requirements
of the renaming problem are:

Termination: For every nonfaulty processor p;, y; is eventually assigned a value.

Uniqueness: For all distinct nonfaulty processors p; and p;, yi # y;.

The goal is to minimize M, the size of the new name space. A superficial solution
is to let processors choose their index, that is, processor p; takes 7 as its new name;
the new name space is of size n. Yet this solution is not good if the indices are
larger than the actual number of processors. To rule out this solution, we make the
following additional requirement:

Anonymity: The code executed by processor p; with original name z is exactly the
same as the code executed by processor p; with original name z.

The uniqueness condition implies that M must be at least n. Here we show
renaming algorithms with M = n + f, where f is the number of crash failures to be
tolerated.
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Algorithm 55 Wait-free renaming algorithm: code for processor p;, 0 < i < n~1.
I: s:==1

2:  while true do

3 update; ({x, s))

4: ({0, 50), - -, (Tn—1, 8n-1)) := scam()

5: if s = s, for some j # ¢, then

6: let 7 be therankof zin{x; # L |0 < j<n—1}

7 let s be the rthinteger notin {s; # L [0 < j#i<n—1}

8 else

9 y:=s // decide on s as new name
10: terminate

16.3.1 The Wait-Free Case

We start with the wait-free case, namely, f = n — 1. For this case, there is a
renaming algorithm whose output domain contains n + f = 2n — 1 names, namely,
M = 2n — 1. This algorithm is simpler than the algorithm for arbitrary f, because
it uses a larger name space.

The idea of the algorithm is quite simple; processors communicate using some
atomic snapshot object containing for each processor its original name and a new
name it suggests for itself. Each processor, p;, starts the algorithm by writing its
original name to its segment in the snapshot object. Then p; scans the snapshot object
and picks some new name that has not been suggested yet by another processor (the
exact rule will be defined later). Processor p; suggests this name by writing it to
its segment in the snapshot object and scans the snapshot object again. If no other
processor suggests this name, p; decides on it; otherwise, it picks another new name
and suggests it again.

The pseudocode appears in Algorithm 55. In this algorithm, the rule for picking a
new name is to choose the rth ranked integer from the free (not suggested) numbers
in the range [1..2n — 1], where r is the rank of the processor’s original name among
all the original names of participating processors. The algorithm uses a single atomic
snapshot object, whose name is left implicit in the calls to the update and scan
procedures. The ith segment of the snapshot object contains a pair of values: p;’s
original name z; and p;’s current suggestion s; for its new name.

The following lemmas are with respect to an arbitrary admissible execution o of
the algorithm. Obviously, anonymity is obeyed.

Lemma 16.14 (Uniqueness) No two processors decide on the same name.

Proof. Assume by way of contradiction that two processors, p; and p;, decide on
the same name, say y. Let ({xy, S0), ..., (®n—1, 8n—1)) be the view returned the last
time p; executes Line 4 before deciding. By the code, s; = y, since p; writes its
suggested name before its last scan. Similarly, let ({(zg, s5), ..., {(z},_1,s,_1)) be
the view returned the last time p; executes Line 4 before deciding, and again, sz. =y
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Without loss of generality, we may assume that p;’s scan precedes p;’s scan, by
the linearizability property of the atomic snapshot object. Also, p; does not change its
suggestion after it decides, and thus s; = y. This violates the condition for deciding,
and yields a contradiction. 1

Note that the lemma does not depend on the specific rule used for picking the
suggested name, as it does not consider Lines 6—7, where the new name is picked. This
rule is important only for bounding the size of the new names and for guaranteeing
termination of nonfaulty processors, as done in the next two lemmas.

The rank of a processor is at most 7, and at most n — 1 integers are already
suggested by other processors, so the highest integer a processor may suggest is
2n — 1. Because a processor decides only on a name it has previously suggested:

Lemma 16.15 The new names are in the range [1..2n — 1].

The delicate part of the correctness proof is arguing termination; that is, proving
that a processor cannot take an infinite number of steps without deciding, regardless
of the behavior of other processors.

Lemma 16.16 (Termination) Any processor either takes a finite number of steps or
decides.

Proof. Assume, by way of contradiction, that some processor takes an infinite
number of steps in the execution « without deciding; we say that such a processor
is trying. Consider a finite prefix of « such that all trying processors have already
executed Line 3 at least once and all other processors have either decided or taken all
their steps. Denote by o’ the remaining suffix of a; note that only trying processors
take steps in o/. Let p; be the trying processor with smallest original name; we argue
that p; decides in o', which is a contradiction.

Let NF (for “not free”) be the set of suggested names appearing in the atomic
snapshot object at the beginning of @’ in the segments of processors that are not
trying; note that this set remains fixed in o’. Let F' (for “free”) be all the remaining
names, that is, ' = [1..2n — 1] — NF; assume that F' = {z1,2,...}, where
21 <2< ..

Consider a point in o where all trying processors have written a suggestion (for a
new name) based on a view returned by a scan that started in «’. Since no processor
performs Line 3 for the first time in ¢/, it follows that all views contain the same set
of original names; therefore, each processor gets a distinct rank.

Let 7 be the rank of p;’s original name z; in this view. By choice of p;, r is the
smallest rank among all the trying processors.

We first argue that no trying processor other than p; ever suggests a name in
{#1,..., 2} once every trying processor has done an update based on a scan that
started in o’. Consider another trying processor p;. When p; performs a scan in o/,
it sees every name in NF in use and possibly some other names as well. Thus the free
names from p;’s perspective form a set ' C F'. Since p;’s original name has rank
greater than r, p; suggests a name greater than z,.
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Algorithm 56 A renaming algorithm resilient to f failures:
code for processor p;, 0 < i< n—1.

I s=1

2: repeat

3 update; ({z, s, false}))

4: ({xo, 80,do), ..., {®n-1, Sn—-1, dn_1)) :=scan;()

5: if (s = L) or (s = s; for some j # i) then

6: let  be therank of z in {z; # L [ d; =false, 0 < j <n -1}
7: ifr < f+ 1then

let s be the rthintegernotin {s; # L |0 < j#i<n—1}

8: else

9: update;({z, s, true)) // indicate decided
10: Yy =5 /l decide on s as new name
11: terminate

12: until false

We now argue that p; will eventually suggest z, in o'. If not, then p; always sees
z, as someone else’s suggestion. By definition, z, is not a member of NF. Thus
it is continually suggested by other trying processors. But by the previous claim,
every other trying processor will eventually reach a point in time after which it only
suggests higher names. Thus eventually p; will stop seeing 2, as someone else’s
suggestion.

Thus eventually p; will suggest z,, see no conflicting suggestion of z,., and decide

Zp O

16.3.2 The General Case

Let us now consider the general case of an arbitrary f < n; for this case, we present
a renaming algorithm with n + f new names. Although the wait-free algorithm will
obviously work in this case as well, we pay a price in terms of an unnecessarily large
name space when f is smaller than n — 1. Thus we are interested in more efficient
algorithms for smaller numbers of failures.

The algorithm extends the idea of the previous algorithm by restricting the number
of processors that are proposing names at the same time. A processor suggests a
name only if its original name is among the f -+ 1 lowest names of processors that
have not decided yet.

The only addition to the data in the snapshot object is a bit, where the processor
announces that it has decided. The pseudocode is very similar and appears as
Algorithm 56.

The uniqueness property follows by the same arguments as in Lemma 16.14.

Clearly, at most n — 1 integers are suggested or chosen by processors other than p;
itself, in any view returned in Line 4. A processor suggests a name only if its rank is at
most f+1; thus the name suggested by a processor is at most (n—1)+(f+1) = n+f.
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Since a processor decides only on a name it has previously suggested, its new name
must be in the range [1..n -+ f].

The next lemma claims termination and is proved along the same lines as Lemma 16.16;
the proof is left as an exercise for the reader (Exercise 16.21).

Lemma 16.17 A processor either takes a finite number of steps or decides.

16.3.3 Long-Lived Renaming

An interesting aspect of the renaming problem is in a long-lived setting, where
processors request and release new names dynamically. For example, assume that we
have a large potential set of processors py, . . ., pn-1, With original names 0, . .., n—1;
however, at each pointin the execution at most k of them are interested in participating
in the algorithm. There are reasons to reassign names to the participating processors,
for example, to use small data structures, whose size depends on the number of
participating processors, k, rather than on the total number of processors, 7.

To specify the long-lived renaming problem with k participants, we need to use
the tools from the layered model of Chapter 7; there are inputs and outputs to deal
with and later in this chapter we describe an algorithm that layers two algorithms, one
of which is an algorithm for long-lived renaming. The inputs for the specification
are request-name; and release-name;, 0 < i < n — 1; the outputs are new-name; (y),
0 <7< n -1, where y is a potential name. The allowable sequences of inputs and
outputs are those satisfying the following properties:

Correct Interaction: The subsequence of inputs and outputs for each i is a prefix of
request-name;, new-name;, release-name; , repeated forever.

To define the next properties, we need a notion of a participating process: p; is
participating after a prefix of a sequence of inputs and outputsif the most recent input
for ¢ that has occurred is request-name. We also define a participating processor p;
to be named y if new-name; (y) has occurred since the most recent request-name; .

k-Participants: After every prefix of the sequence, the number of processors that are
participating is at most k.

The uniqueness and termination properties need to be slightly reworded:

Uniqueness: If participating processor p; is named y; and participating processor p;
(4 # 9) is named y; after any prefix of the sequence, then y; # y;.

Termination: The subsequence of inputs and outputs for each i does not end with
request-name.

The anonymity requirement from before is modified to require that the range of the
new names will only depend on &, the maximum number of concurrent participants,
rather than on n, the total number of potential participants.



I{-EXCLUSION AND K -ASSIGNMENT 361

Algorithm 57 A long-lived renaming algorithm for & participating processors:
code for processor p;.

11 upon request-name event:

2 si=1

3 repeat

4 update;({z, s, false})

5 ({xo,s0,do), ..., {Tn-1,8n-1,dn-1)) := scam()

6: if (s = L) or (s = s; for some j # 7) then

7 let  be the rank of x in {z; # L | d; = false, 0 < j <n—1}
8 if r < k then

let s be the rth integernotin {s; # L [0 < j#i<n—1}
9: else

10: update;({z, s, true}) // indicate decided
11: new-name(s) and exit
12: until false

13: upon release-name event:
14: update; ({1, L, 13)

Bounded Name Space: For each new-name;(y) output, y isin {1,..., M (k)}, for
some function M.

Simple modifications to Algorithm 56 give an algorithm that solves long-lived
renaming for k participants with new name space 2k — 1. See Algorithm 57.

The properties of the algorithm, uniqueness, {2k — 1) name space, and termination
are proved along the lines of the general renaming algorithm. Only the last property,
termination, depends on assuming that at most £ processors participate concurrently:
If more than & processors participate, we are still guaranteed that new names taken
concurrently by participating processors are unique and in the range [1..2k — 1],
but it is possible that some processor(s) will not terminate (see Exercise 16.24 to
Exercise 16.26).

After translating the scan and update procedures into their constituent reads and
writes, the number of steps performed by a processor between a request-name event
and new-name event depends on n, the total number of processors; the chapter notes
discuss algorithms whose step complexity depends on &, the number of participating
processors.

16.4 K-EXCLUSION AND K-ASSIGNMENT

The section presents two problems that extend the mutual exclusion problem (studied
in Chapter 4). In the first problem, k-exclusion, some number of processors (specified
by the parameter k) are allowed to be inside the critical section concurrently. The
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k-exclusion problem is a natural way to incorporate fault tolerance into the mutual
exclusion problem, as will be discussed shortly.

The second problem, k-assignment with m slots, extends k-exclusion even further
and requires each processor inside the critical section to have a unique number
between 1 and m (a slot). The k-assignment problem is an abstraction of the situation
when there is a pool of identical resources, each of which must be used by only one
processor at a time; for instance, suppose a user needs to print a file but does not care
which of the several available printers is used, as long as it gets exclusive access to
the printer. The parameter k& indicates the number of processors that can be using
resources in the pool simultaneously, whereas m is the number of resources in the
pool. In the absence of failures, £ and m would be the same, but, as we shall see, the
potential for failures indicates that m should be larger than k.

After defining the problems more precisely, we present an algorithm that solves
k-exclusion in the presence of less than k failures. Then we show that &-assignment
with m slots can be solved by combining a k-exclusion algorithm with a long-lived
renaming algorithm for % participants whose new name space has size m.

The properties we require for k-exclusion are extensions of the properties required
in the mutual exclusion problem.

k-Exclusion: No more than k processors are concurrently in the critical section.

k-Lockout avoidance: If at most f < k processors are faulty, then any nonfaulty
processor wishing to enter the critical section eventually does so.

Note that k-lockout avoidance (or even the weaker property of k-deadlock avoidance)
cannot be attained if processors may get stuck inside the critical section. Thus, we
assume that nonfaulty processors take only a finite number of steps in the critical
section and eventually transfer to the exit and the remainder section. Faulty processors
may fail inside the critical section, but because fewer than k processors can fail, this
allows an additional nonfaulty processor to make progress and enter the critical
section.

For the k-assignment problem with m slots we also require that processors in the
critical section have a slot, denoted s; for p;, where s; is an integer between 1 and m.

Uniqueness: If p; and p; are concurrently in the critical section then s; # s;.

As in the renaming problem, we would like to reduce the range of values held in
s; variables, that is, make m as small as possible.

16.4.1 An Algorithm for k-Exclusion

The algorithm is similar to the bakery algorithm for mutual exclusion (Algorithm 10)
from Chapter 4 in that it uses tickets to order the requests by processes. (The chapter
notes discuss how the tickets can be bounded.) When starting the entry section, a
processor obtains a ticket, ordering itself among the processors competing for the
critical section. Then it checks the tickets of the competing processors; if fewer than
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Algorithm 58 A k-exclusion algorithm: code for processor p;, 0 < ¢ < n — 1.

(Entry):

1: rickety, ..., ticket, 1 := scan;()

2: update; (max(ticket; # 00 |7 =0,...,n—1)+1)
3: repeat

4: tickety, . . ., ticket,, .1 = scan;{)

5: until |{(ticket;, j) : (ticket;, j) < (ticket;,i)}| < k /1 lexicographic order
(Critical Section)

(Exit):

6: update, (0o)

(Remainder)

k of them have “older” tickets, it enters the critical section. In the exit section, a
processor sets its ticket to co.

The algorithm uses a single atomic snapshot object, whose name is left implicitin
the calls to the update and scan procedures. The ith segment of the snapshot object
contains the current ticket of processor p;. If p; is not interested in the critical section,
then its ticket is set to oo, which is also the initial value. The pseudocode appears as
Algorithm 58.

We now discuss why the algorithm provides k-exclusion and k-lockout avoidance.
Fix an execution of the algorithm.

Lemma 16.18 Algorithm 58 provides k-exclusion.

Proof. Assume in contradiction there is a configuration in which more than %
processors are in the critical section. Before entering the critical section, each of
these processors executed a scan, stored a new ticket, and scanned again (at least
once).

Let p; be the processor who stored its ticket latest in the execution. The lineariz-
ability property of snapshots implies that the scan of p; contains the tickets of all
other processors. That is, p; must see at least & smaller tickets, which contradicts the
condition on Line 5. 0

The proof of k-lockout avoidance considers some processor p; that gets stuck in
the entry section. Eventually, all nonfaulty processors that enter the critical section
before p; exit; in addition, all nonfaulty processors that scanned before the update of
pi (in the linearizability order of the snapshot) enter the critical section as well and
exit. In both cases, if these processors ever move to the entry section, they will get a
ticket larger than p;’s ticket. Thus eventually the only processors with tickets smaller
than p;’s are the faulty ones; because fewer than k processors are faulty, the condition
in Line 5 will be satisfied and p; will enter the critical section. This proves:

Lemma 16.19 Algorithm 58 provides k-lockout avaidance.

Together, the last two lemmas prove:



364 PROBLEMS SOLVABLE IN ASYNCHRONOUS SYSTEMS

k-assignment entry section
[k-exclusion entry section]

!

long-lived renaming
request-name

k-assignment exit section

long-lived renaming
release-name

[ k-exclusion exit section j

Fig. 16.6 A schematic view of the k-assignment algorithm.

Theorem 16.20 Algorithm 58 solves the k-exclusion problem, if fewer than k pro-
cessors are faulty.

16.4.2 An Algorithm for k-Assignment

The reader might be tempted to suggest solving k-assignment with 2k — 1 slots using
the algorithm for long-lived renaming for k participants. The slot assighments are
obvious because the renaming algorithm uses 2k — 1 names, and indeed, as discussed
at the end of Section 16.3.3, if too many processors wish to enter the critical section,
some of them will be stuck. Thus the protocol provides k-exclusion as well. It is the
lockout avoidance property that is not provided by long-lived renaming; when more
than k processors are trying to obtain a new name, a processor in the entry section
may be overtaken infinitely many times (see Exercise 16.27).

The solution, however, is simple; we encompass a long-lived renaming algorithm
for k participants (using 2k — 1 names) with a k-exclusion algorithm (see Fig. 16.6).
Formally proving the properties of the algorithm is left to the reader.

Exercises

16.1 Prove that in a solo execution of any k-set consensus algorithm, the processor
must decide on its input value.

16.2 For both cases considered in the proof of Lemma 16.3, prove that p; distin-
guishes between « and «'.
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Fig. 16.7 Nlustration for Exercise 16.6.

16.3 Consider the following block execution for four processors:

o = {po, p2, pa}, {pa, pa}, {po}, {1}, {p1}

1. Which processor is unseen in a?

2. Is pp seen in block 1 of a?

3. Is pg last seen in block 3 of a?

4. Construct the unique execution o’ ~' a, forevery i = 0,1,2, 3.

16.4 Find a formula for the number of block executions with two processors,
assuming that each processor always takes exactly s steps before deciding.

16.5 Prove that for a system with n processors there is a finite number of block
executions.

16.6 Prove that the restricted degree of a non-imaginary node in B cannot be 3.

Hint: Consider a non-imaginary node and its adjacent nodes, as described in
Figure 16.7, and try to determine the decisions of all three processors in the
four block executions corresponding to these nodes.

16.7 Extend the proof of Exercise 16.6 to show that in By there is no non-imaginary
node whose restricted degree is 3.

16.8 Let A be a k-set consensus algorithm for three processors. Show a one-to-one
correspondence between the block executions of A in which ps is unseen and
the block executions of a k-set consensus algorithm A’ for two processors.

Hint: A’ behaves like A behaves in block executions that do not contain any
steps of ps.

16.9 Explain how the definition of block executions should be modified so that the
proof of Theorem 16.7 holds also when processors communicate by ordinary
read and write operations, rather than update and scan operations.

16.10 Prove, by induction on k£ > 2, that an odd number of nodes in 3; have
restricted degree 1.
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Hint: Add an imaginary node connected to all nodes corresponding to block
executions with an unseen processor; use the inductive hypothesis on & to
prove that the restricted degree of the imaginary node is odd; complete the
proof as was done for & = 3.

16.11 Extend Lemma 16.6 to any & > 2. That is, prove that if the restricted degree
of a non-imaginary node in B; is 1, then it corresponds to an execution in
which {0, ..., & — 1} are decided.

16.12 Extend the simulation of Section 5.3.2 to prove: If there is a k-set consensus
algorithm for a system of n > k processors that tolerates the failure of %
processors, then there is a wait-free k-set consensus algorithm for a system of
k processors.

16.13 Modify the code of the approximate agreement algorithm to use only a single
snapshot object, with possibly unbounded number of values in each segment.

16.14 Prove Theorem 16.12.

16.15 Prove that in a solo execution of any approximate agreement algorithm, the
processor must decide on its input value.

16.16 Complete the proof of Lemma 16.8.
16.17 Use Lemma 16.8 to prove Lemma 16.9 and Lemma 16.10.

16.18 Prove that Algorithm 33 is correct even if processors use only an array of
atomic single-writer multi-reader registers.

16.19 Modify the approximate agreement algorithm (Algorithm 54) and its cor-
rectness proof so that maxRound is calculated only in the first asynchronous
round.

16.20 Present an execution of the renaming algorithm (Algorithm 55) in which some
process takes an exponential number of steps before deciding.

16.21 Prove Lemma 16.17.
16.22 Describe an execution of Algorithm 56 that uses name n - f.

16.23 Prove that there is no wait-free renaming algorithm with new name space of
size n.

Hint: Follow the ideas used to prove that there is no wait-free algorithm for
solving consensus (Theorem 5.18).

16.24 Prove the uniqueness property of Algorithm 57, even when more than &
processors participate concutrently.

16.25 Prove that[1..2k + 1] is the new name space used by Algorithm 57, even when
more than k processors participate concurrently.
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16.26 Prove the termination property of Algorithm 57, when % processors or less
participate concurrently.

16.27 Show an execution of Algorithm 57 with more than & participating processors
(concurrently), in which some processor does not terminate.

16.28 Show an execution of Algorithm 57 with 2k participating processors (concur-
rently), in which all processors terminate.

16.29 Explain why Algorithm 58 needs a flag.

Hint: Assume that many processors (more than &) exit the critical section and
are now in the remainder; now consider what happens when some processor
wishes to enter the critical section.

16.30 Specify the k-exclusion and k-assignment problems using the model of Chap-
ter 7. Then describe and prove correct the k-assignment algorithm mentioned
in Section 16.4.2 using the layered model.

Chapter Notes

The study of solvable problems has been a prolific research area in the last five years,
and our presentation has only touched it; here, we try to describe some of the key
developments.

The k-set consensus problem was first presented by Chaudhuri [73], who also
presented an f-resilient algorithm for k-set consensus, for any f < k. The lower
bound showing that k-set consensus cannot be solved in the presence of f > £ failures
was proved concurrently by Borowsky and Gafni [58], by Herlihy and Shavit [132],
and by Saks and Zaharoglou [233].

Our proof of the lower bound for k-set consensus combines an operational argu-
ment about block executions and their similarity (and non-similarity) structure with
a combinatorial argument about a coloring of a graph representing this structure.
Block executions were defined by Saks and Zaharoglou [233] and by Borowsky and
Gafni [58], who called them immediate snapshot executions because they correspond
to executions in which restricted snapshot objects are employed. Lemma 16.2 and
Lemma 16.3 were stated and proved by Attiya and Rajsbaum [32]. The graph repre-
sentation of the similarity structure of block executions (/3,,) is new; it is inspired, in
part, by the lower bound on the number of rounds for solving k-set consensus in the
synchronous model, presented by Chaudhuri, Herlihy, Lynch, and Tuttle [75]. The
combinatorial argument follows a graph-theoretic proof of Sperner’s lemma given by
Tompkins [253]; see also Bondy and Murty’s standard text [57, pp. 21-23].

Approximate agreement was first presented by Dolev, Lynch, Pinter, Stark, and
Weihl [96]; they considered message-passing models with crash and Byzantine fail-
ures. The algorithms we presented are based on an algorithm of Moran [190].

The renaming problem was first presented by Attiya, Bar-Noy, Dolev, Peleg,
and Reischuk [26] for message-passing systems. The algorithms we presented here
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(Algorithm 55 for the wait-free case and Algorithm 56 for the general case) are
adaptations of the algorithm of Attiya et al. to shared memory systems.

Moir and Anderson [188] presented algorithms for long-lived renaming that are
fast in the sense discussed for mutual exclusion, that is, in the absence of contention,
a processor will pick a new name in a constant number of steps. Better algorithms
for long-lived renaming were presented by Moir and Garay [189].

The k-exclusion problem was introduced by Fischer, Lynch, Burns, and Borodin [108];
we have presented an algorithm of Afek, Dolev, Gafni, Merritt, and Shavit [5], who
also showed that the number of times a processor is overtaken is bounded in this
algorithm. As for the algorithms of Chapter 10, a bounded timestamp system can be
used instead of explicit tickets, to bound the memory requirements of this algorithm.

The k-assignment problem was introduced in message-passing systems under the
name slotted k-exclusion by Attiya, Bar-Noy, Dolev, Peleg, and Reischuk [26]; the
term k-assignment was coined by Burns and Peterson [64], who were the first to
study this problem in shared memory systems. Burns and Peterson also showed that
at least 2k + 1 “slots” are required to solve this problem, by a proof that extends the
methods of Fischer, Lynch, and Paterson [110].

All algorithms for variants of the renaming problem require the number of new
names to be at least n + f, where f is the number of failures to be tolerated. An
obvious question is whether the number of new names can be reduced. Attiya, Bar-
Noy, Dolev, Peleg, and Reischuk [26] showed that at least n + 1 new names are
needed (Exercise 16.23). Much later, Herlihy and Shavit proved that the number of
new names must be at least n + f [132].

Herlihy and Shavit derive the lower bounds for k-set consensus and renaming
from a more general theorem characterizing the problems that can be solved by an
f-resilient algorithm with only read and write operations [133]. This theorem uses
techniques of algebraic topology. A simpler characterization theorem, relying only
on graph-theoretic concepts, was proved by Biran, Moran, and Zaks [52] when only
a single processor may fail. Their theorem is stated for message-passing systems,
but simulations such as those presented in Chapter 5 and Chapter 10 can be used to
translate it to shared memory systems.
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17

Solving Consensus in
Eventually Stable Systems

We have seen that fault-tolerant consensus is impossible to solve in an asynchronous
system in which processors communicate via message passing or shared read-write
registers. The key difficulty in trying to tolerate failures in an asynchronous system
is distinguishing between a crashed processor and a slow processor. However, the
assumption of complete asynchrony is often an overly pessimistic view of practical
systems. If there are upper bounds on processor step time and message delays, syn-
chrony can be used to detect failed processors, for instance, by having the processors
exchange ‘I’m alive’ messages periodically.

A more abstract approach to detecting failures is to assume a service that does
so but whose inner workings are not known to the users. This failure detector
service could then be used in any kind of system, including an asynchronous one.
The motivation for this approach is that there could be some other, and better, way
to detect failures rather than imposing more stringent timing assumptions on the
systems. This approach ignores the operational features of a failure detector and
concentrates on the properties needed to solve consensus.

Strengthening the system assumptions, for instance, with failure detectors or
stronger synchrony, is one strategy for circumventing the impossibility of consensus
presented in Chapter 5. Recall from Chapter 5 that guaranteeing both safety (agree-
ment and validity) and termination is impossible when the system is asynchronous.

A system may be poorly behaved for arbitrarily long periods, yet safety should
nonetheless be preserved during these periods; that is, processors should never decide
on conflicting or invalid values. We describe a simple mechanism to guarantee safety
requirements, whereas termination is achieved only when the environment is well-
behaved. Later, we describe how failure detectors encapsulate the treatment of the

369
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environment’s behavior. A similar approach is taken in Chapter 14, where termination
relied on lucky rolling of a dice.

The chapter starts with the mechanism for guaranteeing safety, which may termi-
nate under fortunate circumstances. We present a formal model for failure detectors
and define three types of failure detectors and show how they can be combined
with the safety preserving algorithm to solve consensus, in both shared memory
and message-passing systems. Possible implementations of failure detectors are
discussed, as well as an application of these algorithms to state-machine replication.

17.1 PRESERVING SAFETY IN SHARED MEMORY SYSTEMS

This section presents a basic algorithm for guaranteeing safety; the algorithm is
presented for asynchronous shared memory systems.

The algorithm consists of many invocations of a procedure called safe-phase.
Each invocation has an associated phase number as a parameter. A processor may
have several (non-overlapping) invocations of safe-phase; the numbers passed as
parameters to the invocations of a particular processor are strictly increasing over
the duration of the execution. Different processors may execute phases concurrently,
but it is assumed that a separate set of phase numbers is used by each processor, for
example, by appending the processor id as the “lower” bits of the phase number.

Calls to safe-phase also take a value parameter and return a value subject to the
following conditions:

Validity: If an invocation of safe-phase returns v # L, then v is the value parameter
in some invocation of safe-phase that begins before the return of v

Agreement: If an invocation returns v # L, then no invocation returns a value other
than v or L.

Conditional termination: If there is an invocation of safe-phase with phase number
7 such that every other invocation that begins before this one ends has a smaller
phase number, then the invocation returns a value v # L.

Each processor maintains its current suggestionregarding a return value in a shared
register. Each phase consists of two stages: In the first stage, the processor chooses a
value #, and in the second stage it tries to decide on v as its return value. Specifically,
in the first stage, a processor writes its new phase number, and reads all the registers.
If some other processor is observed to have reached a larger phase, the processor ends
the phase without choosing. Otherwise, the processor chooses the observed value
with the largest phase number and writes this value, tagged with its own current phase
number, as its suggestion to its register. If no value has yet been suggested, then
the processor suggests the value that was its input parameter. In the second stage,
the processor reads all the registers; if all processors are still in a smaller phase, the
processor decides on its chosen value.

In more detail, processor p; has a single-writer multi-reader register R; with the
following fields:
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Algorithm 59 safe-phase procedure for processor p;.

procedure safe-phase(value z, integer r)
// Stage 1: choose that value with largest phase tag
R; phase :=r // other fields of R; are written with their current values
maxPhase =0
chosenVal ==z
forj:=0ton—1do
if R;.phase-tag > r then return L
if Rj.val # 1 then
if Rj.phase-tag > maxPhase then
maxPhase '= R; phase-tag
chosenVal := R;.val
0: Ry :=(rchosenVal,r)
// Stage 2: check that no other processor started a larger phase
11: forj:==0ton — 1 do
12: if R;.phase > r then return L
13: return chosenVal

SO AL

phase The current phase number, initially 0.
val The value that p tried to commit in its last phase, initially L.
phase-tag The phase in which val was written.

Algorithm 59 presents the pseudocode.

Note that chosenVal, initially set to the argument z, is overwritten unless every
other processor has a smaller phase and a L value in its shared variable.

We first prove that the algorithm satisfies the validity property. The decision value
is either processor p;’s input or a value read from some other processor’s register.
Simple induction shows this register contains only input values, which implies the
validity of the algorithm.

Next, we prove the agreement property. Let p; be the processor that decides
with the smallest phase number, r;, on some value v. This processor is well-defined
because processors use distinct phase numbers.

We first argue that all processors that write a suggestion for a later phase (greater
than r;) suggest v. Otherwise, let p; be the processor that first writes (in Line 10)
a conflicting suggestion v’ # v for a phase r; > r;. (Again, this processor is well-
defined because processors use distinct phase numbers and writes are atomic.} Note
that p;’s second read from R;.phase (in Line 12) during phase r; does not see ;
or a larger phase number, otherwise p; would return .L, and not v, from safe-phase.
The invocations of safe-phase by p; have increasing phase numbers and thus, p;’s
first write to R;.phase (in Line 1) for phase r; follows p;’s write of v to R;.val (in
Line 10) for phase r;. Hence p; reads v from R;.val with phase number »; during
phase r;. Because p; is the earliest processor to write a conflicting value with phase
number larger than r;, p; only sees the value v associated with phase numbers that
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are at least r; during the for loop in Lines 11-12. Thus p; suggests v, not v', for
phase r;.

Because processors decide only on values they suggest, no processor decides on
a value different than v.

Finally, we verify conditional termination. Inspecting the code reveals that if a
nonfaulty processor p; executes an entire phase with the largest phase number, then
p; decides.

17.2 FAILURE DETECTORS

A way to capture stability properties of an asynchronous system is with the concept
of a failure detector. When combined with the safety-preserving mechanism in
Algorithm 59, failure detectors allow termination to be achieved. This section
augments the formal model of computation given in Chapters 2 and 5 to model
failure detectors.

Every processor p; has a failure detector component called suspect; that contains
a set of processor ids. The state transition function of a processor uses the current
value of suspect; as one of its arguments (in addition to the current accessible state
of p;).

The state transition function does not change suspect;. Instead, suspect; is updated
by a failure detector algorithm, which we are not explicitly modeling. In each
configuration of the system, the value of each suspect; component contains a set
of processor ids. If p; is in suspect;, then we say that p; suspects p; (of being
faulty). Below we put constraints on the values of the suspect variables in admissible
executions to reflect the workings of a specific kind of failure detector.

What do we want a failure detector to do? First, it should tell us that a failed
processor has failed. Such a condition is called “completeness.” In particular, we
shall insist that eventually every processor that crashes is permanently suspected by
every nonfaulty processor. To rule out unhelpful failure detectors that would simply
suspect everyone, we also would like a failure detector not to tell us that an operational
processor has failed. Such a condition is called “accuracy.” We first consider a
fairly weak form of accuracy, in which eventually some nonfaulty processor is never
suspected by any nonfaulty processor. Note that the failure detector is allowed to
make some mistakes for a while before settling down to good behavior. Incorporating
the above discussion into the formal model, we get the following definition.

Definition 17.1 A failure detector is eventually strong, denoted 8, if every admis-
sible execution satisfies the following two properties:

s For every nonfaulty processor p; and faulty processor pj, there is a suffix of
the execution in which j is in suspect; in every configuration of the suffix.

o There exists a nonfaulty processor p; and a suffix of the execution such that for
every nonfaulty processor p;, 1 is not in suspect; in any configuration of the

suffix.
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The accuracy property can be strengthened so that there is some nonfaulty pro-
cessor that is never suspected.

Definition 17.2 A failure detector is strong, denoted S, if every admissible execution
satisfies the following two properties:

o For every nonfaulty processor p; and faulty processor pj, there is a suffix of
the execution in which j is in suspect; in every configuration of the suffix.

o There exists a nonfaulty processor p; such that for every nonfaulty processor
pj» t is not in suspect; in any configuration of the execution.

A complementary approach equips every processor p; with a component called
trust; that contains a single processor id, instead of suspect;. The indicated processor
can be considered a leader. In a similar manner, the state transition function of a
processor uses the current value of trust; as one of its arguments; trust; is updated by
a failure detection algorithm, which we are not explicitly modeling; this algorithm
can also be viewed as a leader election algorithm. If trust; is p;, then we say that p;
trusts p; (as being nonfaulty).

Analogously to the o8 failure detector, we allow this failure detector, called §2, to
be initially unreliable; it can fail either by electing a faulty processor or by causing
different processors to trust different leaders. More formally:

Definition 17.3 A failure detector is a leader elector, denoted §2, if every admissible
execution satisfies the following property:

o Eventually trust; at every nonfaulty processor p; holds the id of the same
nonfaulty processor.

17.3 SOLVING CONSENSUS USING FAILURE DETECTORS

17.3.1 Solving Consensus with ¢S

A “rotating coordinator” paradigm is employed to solve consensus with ¢&. The
coordinatorof phase ris the processor p., where ¢ = r» mod n, and it calls safe-phase
with phase number 7. A processor that is not the coordinator of phase r simply waits
until either the coordinator completes phase #, or it suspects the coordinator. Then
the processor increases its phase number and repeats.

The pseudocode appears in Algorithm 60.

We now show that, in any admissible execution of Algorithm 60, the hypothesis
for conditional termination of safe-phase holds, that is, eventually there will be a
processor that executes an entire invocation of safe-phase with the largest phase
number. Consider a point in the execution when all the faulty processors have
crashed and henceforth some nonfaulty processor p, is never suspected. Let ryqx be
the maximum phase (according to R;.phase) of any nonfaulty processor at that point.
Let » be the smallest multiple of ¢ that is larger than .. Clearly, no nonfaulty
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Algorithm 60 Consensus with ¢&: code for processor p;.

1. r=0

2:  while true

3 c:=rmodn

4 if i = ¢ then

5: ans = safe-phase(r,x) /! z is p;’s input
6 ifans # 1 then y == ans /f and halt, y is p;’s output
7 else wait until ¢ € suspect or R..phase > r // not a coordinator
8 ri=r+1 /f and repeat

processor gets stuck at any phase number unless it decides. Thus eventually p,
executes safe-phase with phase number » and is the coordinator of that phase.

Suppose, in contradiction, that there is another processor p; that executes safe-phase
with a phase number »’ > r concurrently with p.’s execution of safe-phase with phase
number . Because different processors use different phase numbers, 7 # r, and
thus »* > r. Because processors do not skip phases, p; executed phase r at some
earlier time. How did p; finish phase »? Obviously p. had not finished phase r yet,
s0 p; must have suspected p.. But p; executes phase r after the time when p, is no
longer suspected, because r > ryax, which is a contradiction.

As stated, the conditional termination property ensures only that processor p,
terminates. It is possible to make all processors terminate in this case, by having
a processor write its decision to a shared register once it has decided. A processor
begins each iteration of the while loop by checking the decision registers of the
other processors; if anyone else has decided, the processor decides the same value.
This modification ensures that after p. decides, eventually every nonfaulty processor
decides as well.

Theorem 17.1 Consensus can be solved in shared memory systems using o8, for
any number of crash failures.

In contrast to the wait-freedom possible in shared memory, n > 2f is necessary
for solving consensus with & when processors communicate by message passing.
This result is shown using a familiar partitioning argument (cf. Theorem 10.22 in
Chapter 10).

Theorem 17.2 Consensus cannot be solved using the oS failure detector in an
asynchronous system if n < n/2.

Proof. Suppose in contradiction that there is an algorithm A that solves consensus
using the ¢& failure detector in an asynchronous system with n < 2f. Partition the
set of processors into two sets Sg and S) with |Sp| = [n/2] and [S)| = |n/2].
Consider an admissible execution og of A in which all inputs are 0, all processors
in Sy are nonfaulty, and all processors in S; crash initially. Furthermore, suppose
the failure detector behavior is such that every processor in 5y permanently suspects
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every processor in S; and never suspects any processor in Sy. By the termination
and validity conditions of A, some processor p; in Sy decides O at some time ;.

Consider an analogous admissible execution a4 of A in which all inputs are 1, all
processors in .Sy are nonfaulty, and all processors in S5y crash initially. Suppose the
failure detector behavior is such that every processor in .Sy permanently suspects every
processor in Sy and never suspects any processor in S;. Again, by the termination
and validity conditions of A, some processor p; in S; decides 1 at some time ;.

Finally, consider an admissible execution a5 of A that is a “merger” of ag and «;.
In more detail, all processors in Sy have input 0, all processors in .S; have input 1,
and there are no faulty processors, but messages between Sy and S; are delayed until
time ¢; = max{¢o,?1}. Suppose the ¢S failure detector behaves as follows: Every
processor in Sy suspects every processor in Sp until time 5, and then it suspects no
one. Every processor in S suspects every processor in Sy until time ¢5, and then it
suspects no one.

Executions aq and a5 are indistinguishable to p; until time t5, so p; decides 0
at time {p in a3. But executions o and a3 are indistinguishable to p; until time
12, 50 p; decides 1 at time ?; in 3. Thus a» violates the agreement condition for
consensus. a

The simulation of shared memory in a message-passing system (Section 10.4) can
be applied to the algorithm of Theorem 17.1 to obtain Theorem 17.3.

Theorem 17.3 Consensus can be solved in message-passing systems using ¢S, as-
suming that n > 2 f.

17.3.2 Solving Consensus with &

In shared memory systems, the same algorithm used with ¢§ (Algorithm 60) can be
used to solve consensus with S. Because S guarantees that some nonfaulty processor
p; is never suspected by nonfaulty processors, the algorithm terminates when p; takes
on the role of coordinator. That is, the algorithm terminates within n phases.

When message-passing systems are considered, Theorem 17.2 cannot be extended
to show that n > 2 f is required for solving consensus with S. In fact, consensus can
be solved for any value of 7 and f when § can be employed.

One way to derive this algorithm (Exercise 17.3 explores another way) is to use
S in order to simulate shared memory on top of message passing, without requiring
thatn > 2f,

Specifically, we modify the simulation of shared memory in a message-passing
system (Section 10.4) so that processor p; waits for responses from all processors not
in suspect;.

In more detail, when the writer wants to write a value to a register, it sends a
message containing the new value and an incremented sequence number to all the
processors. Each recipient updates a local variable with the value, if the sequence
number is larger than what it currently has; in any event, the recipient sends back an
acknowledgment. Once the writer receives acknowledgments from all processors it



376 SOLVING CONSENSUS IN EVENTUALLY STABLE SYSTEMS

Algorithm 61 Consensus with {2: code for processor p;.
I. r=0
2. while true do

3: if i = trust then

4: ans := safe-phase(r + 4, z) /l z is p;’s input
5: if ans # 1 theny := ans // and halt, y is p;’s output
6: ri=r+4n // and repeat

does not suspect, it finishes the write. The properties of § guarantee that the writer
eventually receives responses from all processors it does not suspect.

In a similar manner, in order to read the register, a reader sends a message to all
the processors. Each recipient sends back a message with the value it currently has.
Once the reader receives a responses from all processors it does not suspect, itreturns
the value with the largest sequence number among those received.

Failure detector S guarantees that there is some nonfaulty processor, say p;, that
is never suspected by any processor. Clearly, p; is in the intersection of the set of
processors sending an acknowledgment to the writer and the set of processors sending
a response value to the reader. Exercise 17.4 asks you to show that the algorithm
correctly simulates a shared register, following the proof of Theorem 10.21.

17.3.3 Solving Consensus with {2

An alternative approach to solving consensus relies on the failure detector {2. Algo-
rithm 59 is executed together with failure detector {2, which provides termination.
Different processors use different phase numbers, in particular, processor p; uses
phase numbers i, n + 7,2n + ¢,3n + ¢, .... As long as processor p; is a leader and
has not yet decided, p; calls safe-phase with increasing phase numbers.

The pseudocode appears in Algorithm 61.

To see why Algorithm 61 is correct, consider any admissible execution. Even-
tually, at some point in the execution, {2 ensures that every processor continuously
trusts the same nonfaulty processor, call it p.. All invocations of safe-phase that are
in progress at that time are completed by some later time, after which no processor
other than p. invokes safe-phase any more. Processor p., however, continues to
invoke safe-phase and thus eventually does so with a phase number that is larger than
the phase number of any other invocation. This invocation satisfies the hypotheses
for the conditional termination condition of safe-phase and thus it returns a non-..
value, causing p, to decide. Termination of other processors can be handled in the
same manner as for Algorithm 60.

For message-passing systems, it can be shown (Exercise 17.5) that n > 2f is
required for solving consensus, even when the system is augmented with the £2
failure detector. Under the assumption that n > 2f, Algorithm 61 can be executed
in a message-passing system, using the simulation of Section 10.4.
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17.4 IMPLEMENTING FAILURE DETECTORS

Because ¢S can be used to solve consensus, it is not possible to implement ¢§ in an
asynchronous system subject to crash failures. If it were, then consensus could be
solved, contradicting the impossibility of doing so shown in Chapter 5. Obviously, the
same observation holds for any failure detector that can be used to solve consensus,
for example, S and £2.

However, this observation is a theoretical one, which shows that for any proposed
algorithm, there is a particularly adversarial execution in which it will fail. More
practically speaking, there is a simple implementation of oS based on timeouts. Each
processor periodically sends an ‘I’m alive’ message to all the other processors. If a
processor p; does not hear from another processor p; for some length of time (called
the timeout interval for p;), then p; puts p; in its suspect list. If p; hears from p;
while p; suspects p;, then p; removes p; from its suspect listand increases the timeout
interval for p;.

Clearly this scheme satisfies the completeness property of oS: Because a proces-
sor that has failed never sends any more ‘I'm alive’ messages, this processor will
eventually be put inevery nonfaulty processor’s suspect list and never removed. What
about the accuracy property of ¢S? It is possible that a nonfaulty processor p; will
continually be added to and removed from the suspect list of another nonfaulty pro-
cessor. This behavior, which violates the accuracy property, occurs if the messages
from p; to p; always have delay longer than the current timeout interval for p; being
maintained by p;. However, such a pattern of message delays is highly unlikely to
occur.

A similar scheme implements § if some nonfaulty process never violates the
timing assumptions.

{2 can be built on top of another failure detector, in particular, &, or implemented
directly using timing assumptions.

17.5 STATE MACHINE REPLICATION WITH FAILURE DETECTORS

Recall the state machine approach for implementing distributed systems, described
in Section 8.4.2. In this approach, a system is described as a state machine, whose
transitions are initiated by client requests and return responses. If the state machine
is deterministic, then the key issue is ordering (or sequencing) the clients’ requests.

A simple way to order the requests uses a single coordinator (server), who receives
requests from clients, applies them to the state machine, computes responses, and
sends them back to the clients. Obviously, in this scheme, the server is a single point
of failure. Fault tolerance can be improved by replacing the single server with a
collection of servers.

One approach to state machine replication has one of the servers act as the coor-
dinator in normal execution mode; when the coordinator fails, one of the remaining
servers is elected to replace it as the new coordinator. When the system is asyn-
chronous, leader election must rely on timing assumptions or other mechanisms for



378 SOLVING CONSENSUS IN EVENTUALLY STABLE SYSTEMS

detecting failures; the leader election mechanism may fail to converge, when the
system does not obey the timing assumptions. This behavior can be encapsulated
within failure detector 2.

£2 may produce erroneous results for a while, causing several servers to consider
themselves coordinators until §2 stabilizes and elects a single leader. If each (self-
proclaimed) coordinator orders clients’ request on its own, different processors’
views of the state machine transitions will diverge and become inconsistent. Instead,
agreement among coordinators must be used to order clients’ requests. Servers
that consider themselves coordinators invoke a copy of Algorithm 61 for each state
machine transition; their input is the next client request they wish to commit. The
coordinators invoke the algorithm for transition £ 4 1 only after transitions 1,...,£
are decided, and the state of the machine after the first £ transitions is fixed.

Note that even when the system is stable, with a unique nonfaulty coordinating
server, the coordinator still calls Algorithm 61 forevery transition of the state machine.
The reason is that other processors may erroneously suspect the coordinator is faulty
and try to replace it.

Exercises

17.1 Modify the proof of Theorem 17.2 to show that nonfaulty processors must
continue to send messages in order to solve consensus with oS.

17.2 Show optimizations to the message and time complexity of the simulation of
shared memory by message passing in the context of Theorem 17.3.

17.3 Directly derive a consensus algorithm for message-passing systems, with any
number of faulty processors, using S.

Hint: Follow Algorithm 15.

17.4 Expand the ideas presented in Section 17.3.2 to show a simulation of a shared
register in a message-passing system, with any number of failures, assuming
failure detector S.

Hint: Follow Theorem 10.21.

17.5 Modify the proof of Theorem 17.2, to show that consensus cannot be solved
using the {2 failure detector in an asynchronous system if n < 2f.

17.6 Suppose that the completeness property of the 8§ failure detector is weak-
ened to require that eventually every crashed processor is suspected by some
nonfaulty processor (instead of every one). Either show how to convert this
weaker failure detector into o8 in an asynchronous system with n > 2f, or
prove that it is impossible.

Can this weaker failure detector be used to solve consensus in an asynchronous
system?
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17.7 Suppose that the accuracy property of the ¢S failure detector is strength-
ened to require that eventually no nonfaulty processor is suspected by any
nonfaulty processor. Either show that consensus cannot be solved in an asyn-
chronous system with this stronger failure detector when n < 2f or describe
an algorithm using this failure detector that works when n < 2 f.

17.8 <P is a failure detector that guarantees that eventually each processor’s sus-
pected list contains exactly the faulty processors. Can you use P to simulate
27
Can you use §2 to simulate P?
Either give algorithms or give impossibility proofs. Assume a message pass-
ing system with crash failures.

Chapter Notes

The original paper introducing failure detectors was by Chandra and Toueg [67], who
proposed a variety of completeness and accuracy conditions. They also presented
consensus algorithms for message-passing systems, using various failure detectors.
Lo and Hadzilacos [171] studied failure detectors in shared-memory systems, and
presented consensus algorithms using ¢S and S.

Our presentation is inspired by the work of Delporte-Gallet, Fauconnier, and
Guerraoui [89], who studied shared memory simulations using failure detectors.
(The solutionto Exercise 17.4 can be found in this paper.) Algorithm 59 is based on
algorithms presented by Lo, and Hadzilacos [171] and by Gafni and Lamport [116].

The failure detector in Exercise 17.6 is oWW; Chandra, Hadzilacos, and Toueg [66]
showed that no weaker failure detector can solve consensus.

In the crash failure model, a failed processor is indistinguishable from a slow
processor. In contrast, in the failstop model, described in Chapter 8, it is possible
to tell whether a processor has failed. Sabel and Marzullo [230] use failure detector
oW to simulate failstop processors in the presence of crash failures.

Failure detectors have been applied to several other problems, including various
kinds of broadcasts [67], atomic commitment [126], leader election [231], and group
membership [41, 79, 114, 169]. Additional work has addressed the relationships
between different failure detector specifications [67, 83], and failure detectors in
shared memory [171, 197].

Algorithm 61 is the shared memory version of the Paxos algorithm for message-
passing systems, presented by Lamport [161], originally in 1989. Our description
is inspired by the so-called Disk Paxos algorithm of Gafni and Lamport [116]. De
Prisco, Lampson, and Lynch [220] describe an alternative way to derive Algorithm 61,
by embedding the leader election into the algorithm. Their algorithm uses processor
ids to break ties when there are several conflicting proposals for the same phase and
terminates when certain timing assumptions hold.

In the state machine replication scheme described in Section 17.5, Algorithm 61
is invoked for each transition of the state machine, because it is not clear whether
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the system is stable or a new coordinator is being elected. Lamport [161] optimizes
the normal case, where the system is stable and there is a single coordinator. The
coordinator performs the first stage of safe-phase for several transitions at once. Thus,
ideally, a leader will be able to commit several waiting transitions fairly quickly.

It is worth comparing the Paxos approach to state machine replication, discussed
in this chapter, with state machine replication using totally order broadcast, described
in Chapter 8. The latter approach is more flexible because applications can trade off
weaker semantics of the broadcast service for better performance; this allows the
development of applications in an incremental manner, first prototyping using strong
semantics, then gradually weakening the semantics provided by the broadcast service
in order to improve performance, while preserving correctness. On the other hand,
the safety mechanism embedded in the Paxos approach, when translated to message
passing, requires a processor to communicate only with a majority of the processors,
whereas broadcast-based replication requires all group members to acknowledge each
operation.
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